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Mind Your p's and Alphas 
WILLIAM M. STALLINGS 
Georgia State University 

ABSTRACT: In the educational research literature, alpha and p are often con- 
flated. Paradoxically, alpha retains a prominent place in textbook discussions of 
such topics as statistical hypothesis testing, multivariate analysis, power, and 
multiple comparisons, whereas it seems to have been supplanted by p in the results 
sections ofjournal articles. The unique contributions of both alpha and p are dis- 
cussed and a plea is made for using both conventions in summarizing the outcomes 
of tests of significance. 

When teaching introductory sta- 
tistics or research methods, I find 
that my students invariably have 
difficulty distinguishing alpha from 
p. I sympathize with them, for there 
is indeed dissonance between what 
is presented in the textbooks and 
what is found in the "results" sec- 
tions of journal articles. 

Introductory texts tend to de- 
scribe alpha as a "ground rule" 
needed to be set by the researcher 
before gathering data or, in another 
conceptualization, before calculat- 
ing the test statistic. Typically, p re- 
ceives little attention, except when 
it is mechanically compared with 
alpha for determining whether to 
reject the null hypothesis. In empiri- 
cal research the relative importance 
of alpha and p seems to be reversed; 
more emphasis is placed on such 
summaries as t(22)=2.62, p < .01 
than on verbal statements to the ef- 
fect that the null hypothesis was re- 
jected at the .01 level of signifi- 
cance. Do the two conventions, 
alpha and p, convey the same infor- 
mation and serve identical func- 
tions? I will argue that the answer 
is "No." 

Let's begin with basics. Alpha 
and p are both probabilities. Alpha, 
however, is a constant, whereas p 
may be construed as a random vari- 
able. Unlike alpha, p is sensitive to 
sample size. Historically, alpha is as- 
sociated with the Neyman-Pearson 
theory of hypothesis testing and p 
with the Fisherian theory of signifi- 
cance testing (see Huberty, 1985). 
Finally, alpha is set during the de- 
sign phase of a study; p is used to 
interpret the study's outcome. 

As presented in our textbooks, 
applied inferential statistics is a 
mixture of the once opposing posi- 
tions of Fisher and Neyman-Pearson 
(Huberty, 1985; Stallings & Sing- 
hal, 1969). It is little wonder that p- 
values sometimes seem to be con- 
fused with alphas by professionals 
as well as by students. Does the 
most recent edition of the Publica- 
tion Manual of the American Psy- 
chological Association (1983) reflect 
this confusion when it offers as il- 
lustrations p < .05 and p < .01? In 
the empirical literature, as well as 
in the Publication Manual, p's are 
often reported in values associated 
with alpha (e.g., .05 and .01). There 
are at least three explanations for 
this: (a) statistical tables (such as 
those for F) often give the critical 
values associated with .05 and .01 
probabilities; (b) "exact" probabili- 
ties are obtainable only if the null 
hypothesis is true and if the mathe- 
matical model is correct, thus, the 
researcher may feel that fallible 
data do not warrant greater preci- 
sion in reporting p-values; and (c) 
the conflation between alpha and p 
may be historical. Fisher (1947) 
seems to have used level of signifi- 

cance as a synonym for p and stan- 
dard level of significance for what 
we call alpha. Of course, standard 
level of significance and alpha may 
be, in Thomas Kuhn's conception, 
"incommensurable." 

In current statistical practice, 
alpha needs to be specified for esti- 
mating a priori power, determining 
sample size, and evaluating multiple 
comparison techniques. Standard 
experimental design texts (Keppel, 
1982; Kirk, 1982) urge an even 
greater attention to alpha by recom- 
mending the differential allocation 
of an overall alpha via the Bonfer- 
roni inequality. Alpha and beta to- 
gether are required when operating 
in a decision theoretic mode and 
when estimates of the costs associ- 
ated with the two types of error are 
available. Clearly, alpha is "still 
alive and kicking," at least during 
the design phase. 

What do p's do for us? They per- 
mit the reader to impose his or her 
own alpha level on reported find- 
ings (Hopkins & Glass, 1978). Par- 
enthetically, a colleague categorized 
this approach as "Back Door Bayes- 
ian." Further, p-values are needed 
in combining probabilities and in 
conducting some forms of meta- 
analysis. Some authorities interpret 
small p-values as providing degrees 
of evidence against the null. For ex- 
ample, Hopkins and Glass (1978) 
contend that even after a rejection 
at the .05 level of significance, a p 
value of, say, .01 gives "greater as- 
surance than the .05 level that Ho 
is false" (p. 223). Similar, but more 
dramatic, is Lehmann's (1968) char- 
acterization that p is an "index of 
surprise." As Lehmann elaborates, 

William M. Stallings is Professor of 
Educational Foundations at Georgia 
State University, University Plaza, 
Atlanta, GA 30303. His specializations 
are applied statistics and evaluation. 

An earlier version of this paper was 
presented at the 1985 AERA Annual 
Meeting, Chicago. 

The author wishes to thank William 
J. Russell, William D. Schafer, William 
L. Curlette, and two anonymous re- 
viewers for their helpful comments 
and suggestions. 

November 1985 19 



"the smaller 5 [our p] is, the more 
surprising it is to get this extreme 
a value under H [the null] and, 
therefore, the stronger the evidence 
against H" (p. 43). 

I have argued that (a) alpha and 
p are conceptually distinct, (b) the 
two conventions can serve different 
functions, and (c) alpha and p some- 
times seem conflated. The separate 
nature and particular virtues of 
alpha and p can be maintained and 
the confusion eliminated by report- 
ing more exact values for p, to- 
gether with explicit alpha values. 

Consider three arguments for 
more exact p-values coupled with 
stated alphas. First, the researcher 
can adjudicate in such cases as &= 
.05 and p= .06. Both Tatsuoka 
(1982) and Kempthorne (1972) seem 
to suggest that such a finding might 
be evaluated as a statistically sig- 
nificant one. Second, the reader 
would not have to assume, as did 
one anonymous referee of this pa- 
per, "by convention, that unless 
otherwise told, the author has speci- 
fied & = .05." After all, as Huberty 
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(1985) observes, a large alpha might 
be used for an exploratory study 
and a very small alpha for a more 
thoroughly investigated topic. Fi- 
nally, if an explicit alpha were 
given, the researcher would be free 
to use an "exact" p-value. Other- 
wise, uses like p < .05 seem to show 
p-values playing an additional role 
of the alpha level. 

Consider three calls for reporting 
more exact p-values. Huberty (1985) 
recommends that "when combining 
results of independent studies using 
Fisher's method of adding logarithms 
of P-values or Edgington's method 
of adding P-values..., three decimal 
places seem to be the minimum 
needed" (p. 9). Gibbons and Pratt 
(1975) argue that "reporting a P- 
value, whether exact or within an 
interval [italics added], in effect per- 
mits each individual to choose his 
own level of significance as the 
maximum tolerable probability of a 
Type I error" (p. 21). Again, a sim- 
ilar position is articulated by McNeil, 
Kelly, and McNeil (1975): 

Now if the author reports the actual 
probability of .007, the conservative 
reader knows that the research hy- 
pothesis is tenable for him as well as 
for the author. On the other hand, if 
the actual probability is reported as 
.030, then the research hypothesis is 
not tenable for the conservative 
reader, even though he realizes that 
the research hypothesis is tenable for 
the author. (pp. 191-192) 
This brings us to the issue of how 

more exact p-values should be re- 
ported. I recommend "exact" p's 
(e.g., p=.031) or probability inter- 
vals (e.g., .04 > p > .03). Each of 
these seems consistent with Gib- 
bons and Pratt's (1975) definition of 
a p-value as "the smallest level at 
which the observations are signifi- 
cant in a particular direction" (p. 
20). 

In summary, the "results" section 
of an empirical article will be more 
informative if it reports that p= 
.022 and that alpha was set at .05. 
Perhaps we should adopt a new 
convention. A first approximation 
might be one illustrated by p= .022 
<.05 where the researcher's alpha 
level would follow the inequality 
sign. If the test were two-sided and 
the null distribution symmetrical, 
we would divide the alpha value by 
two (e.g., p=.022 < .05/2) or we 
could double the obtained value of 

p and add the words "two-tailed" 
after the alpha value (e.g., p= .044 
< .05 two-tailed). 

Alpha and p are different; to- 
gether they can provide non-redun- 
dant information to the researcher 
and to the reader of research. This 
non-redundancy is most evident if 
"exact" p's or probability intervals 
are given. 
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