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A Description and Demonstration
of the Polytomous-DFIT Framework

Claudia P. Flowers, University of North Carolina at Charlotte

T. C. Oshima, Georgia State University

Nambury S. Raju, lllinois Institute of Technology

Raju, van der Linden, & Fleer (1995) proposedof DIF, and (5) type of DIF. The findings provided
an item response theory based, parametric differ- promising results and indicated directions for future
ential item functioning (DIF) and differential test research. The polytomous DFIT framework was ef-
functioning (DTF) procedure known as differential fective in identifying DTF and DIF for the simulated
functioning of items and tests (DFIT). According toconditions. The DTF index did not perform as con-
Raju et al., the DFIT framework can be used with sistently as the DIF index. The findings are similar to
unidimensional and multidimensional data that arethose of unidimensional and multidimensional DFIT
scored dichotomously and/or polytomously. This studies. Index terms: differential functioning of
study examined the polytomous-DFIT framework. items and tests, differential item functioning, differ-
Factors manipulated in the simulation were: (1) ential test functioning, polytomous data, simulation,
length of test (20 and 40 items), (2) focal group unidimensionality.
distribution, (3) number of DIF items, (4) direction

Differential test functioningfTrF) and differential item functioningDiF) research has focused
primarily on dichotomously scored items and tests. With the increased use of polytomously scored
items and evidence of greater discrepancy in ethnic groups’ performance using performance-based
assessment (Dunbar, Koretz, & Hoover, 1991; Zwick, Donoghue, & Grima, 1993), there has been
increased interest in polytomowos/DTF procedures. A new item response thearr) based,
parametric procedure proposed by Raju, van der Linden, & Fleer (1995), known as differential
functioning of items and testekIT), can be used with unidimensional and multidimensional data
derived from dichotomous and/or polytomous scoring.

ThebrIT framework has many useful features for test developers. First, itis the only parametric,
IRT-based, psychometric measure of differential functioning at both the test and item levels. When
IRT is used to develop test®T-basedIF/DTF procedures that use item parameter estimates, such
asDFIT, maintain a common framework in test development. Secord,provides an index that
does not assume that all items in the test, other than the item under study, are unbiased. Third,
during the development phagesIT provides abTF procedure for determining the overall effect
of eliminating an item from a test. FourtheIT allows examiningIF/DTF in a mixed test format,
such as a combination of polytomous and dichotomous items. Fimedly,can be extended to
multidimensional data.

Raju et al. (1995) presented the theoretical frameworkof and offered an empirical demon-
stration of DFIT using dichotomous data. Oshima, Raju, & Flowers (1997) extendedrite
framework to the dichotomous multidimensional case. This paper describes the extension of the
DFIT framework to the polytomous unidimensional case, and explains the procedure for detecting
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DIF andDTF in the polytomousFIT framework. The performance of the procedure is examined
with simulated data.

The Graded Response Model

As with the dichotomous models, many polytomous models exist, e.g., Samejima’s (1969)
graded response modeKMm), Masters’ (1982) partial credit model, the rating scale model (Andrich,
1978), the nominal response model (Bock, 1972), the generalized partial credit model (Muraki,
1992), and the free-response model (Samejima, 1972)DFiidramework can be used with any
polytomous model; SamejimasrM was used in this study.

Samejima’s (19693RrRMassumes an ordered response, i.e., the more steps successfully completed
by the examinee, the higher the category score. The examinee is limited to selecting only one
category per item. In therm, the probability of persomresponding above categaryo itemi is:

expDa; (05 — bix)]
1+ expDa; (65 — bix)]

PLO) = @)
where

b; is the boundary or threshold between categoandk + 1 associated with item

a; is the item slope or discrimination parameter, and

0, is the trait parameter.
Equation 1 is referred to as th@undary response functidBrF). TheBRF is similar to the item
response functiongr) of the two-parameter dichotomous model, except that more than one func-
tion is needed per item. The number of functions for each item is one less than the number of
response categories in that item. For example, a five-category item requiregrfsur In the
homogeneous case of tlkem, the item discrimination parameter,, is assumed to be constant
across all categories in item However, it could vary across items in a test. As a resulBrib
have equal slopes for each category in an item, which ensures that the curves do not cross. For
each item, multiple difficulty parametersy, are required. The number bfparameters is equal
to the number oBRFs. TheBRFs are a cumulative probability of a response above catgdgofy
graphic illustration of th@Rrrs for a three-category item is provided in Figure 1a.

To calculate the probability of responding in a particular category, the adjacent boundary is
subtracted from the cumulative probability. This can be expressed as

Pix(0) = Piy_1)(0) — P(0) . 2)

This function is often referred to as titem category response functidicrF). Because the first
and last categories lack an adjacent boundary (i.eBRrbelow the first category and r&rF
above the last category), Samejima (1969) defirgd) and P} () as

Po0)=1 3)
and
P () =0, 4

wherem equals the number of categories. The probability of responding in the first category (i.e.,
k = 1) for itemi is, then,

Pi1(0) = Pjy(0) — P1(0) =1— P(0) . (5)
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Figure 1
BRFs and ICRFs for a 3-Category ltem=£ 1, by = —.5, b = .5)
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The probability of responding in the last category (ikes m) for itemi is
Pim(0) = Py _1)(6) — Py, (6) = Py, _1)(0) = 0= P, 1,(0) . (6)

The number ofcrrs per item is equal to the number of categories. A graphic illustration of the
ICRFs for a three-category item is given in Figure 1b.

Expected Item and Test Scores

Once the probability for responding in each category (i.e.|dR€) is estimated, a measure of
the expected item score can be calculated. For polytomously scored data, an expectétSsgore (
for item can be computed for examineas

ESi =) Pix(®)Xix . @)

k=1

where

X is the score or weight for categoty

m is the number of categories, and

P;1. is the probability of responding to categdrysee Equation 2).
This is referred to as thexpected item score functionthelRF. Summing the expected item scores
across a test will result in thexpected test score functifor each examinee as
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Ty = Z Eai s (8)
i=1

wheren is the number of items in the test.

The only difference between the dichotomous and polytonosusframework is the calcula-
tion of theESs. Once the expected item and test scores are knowmriidramework for the
polytomous framework is identical to tie 1T framework for the dichotomous case.

Definition of DIF and DTF

Chang & Mazzeo (1994) demonstrated that if two items have the &8oe IRF in the GRM,
then they must have the same number of scoring categories and thecsaeConversely, an
item is considered to be functioning differentially if

ESk #ESr ., )

whereESr is the item expected score for an examinee in the reference group (R) (i.e., comparison
group) with a giver, andESF is the item expected score for an examinee in the focal group (F) (i.e.,
the group of interest) with the samdor itemi (see Equation 7). A test functions differentially if

Tr # TF , (10)

whereTr andTr are the expected test scores for the reference and focal group examinees, respec-
tively, with the same.

Polytomous DFIT

The DFIT framework requires separate item parameter estimation for the reference group and
the focal group. As a result, a test will have two sets of item parameters. The reference group
item parameters are then linked onto the same metric as the focal group parameters using a linear
transformation. The focal groupdistribution is used to calculate tvie§ s (Equation 7), one using
the focal group parameters and the other using the linked reference group parameters. That is, for
a single examinee (with a give¥) who is a member of the focal group (F), an expected score for
an item ES;F) can be calculated using the focal group item parameters. For the same examinee,
another expected scorE$;R) is calculated using the linked reference group item parameters. If
the item is functioning differentially, the two expected scores will not be equal (Equation 9).

The same reasoning can be applied at the test level. The expected testgc(iEgfation 8)
is calculated by summing thEeS; across all the items in the test. Two expected test scores are
calculated for each focal group examinee, one score for the examinee as a member of the focal
group ([yr) and one score as if a member of the reference groy).(The greater the difference
between the two expected scores, the greatebtheAccording to Raju et al. (1995), a measure
of DTF at the examinee level may be defined as

DZ = (Tyr — Tir)* . (11)
DTF across the focal group examinees may be defined as

DTF = ErD? = Ep(Tyr — Tsr)?, (12)
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or, equivalently,

DTF = / D?fr(6)d6 (13)
0

where fr(9) is the density function of for the focal group. Also,
DTF = o} + (utF — TR = 0 + 15 , (14)

where
urE is the mean expected score for the focal group examinees,
urR isthe mean expected score for the same examinees (as if they were members of the reference
group), and
o2 is the variance ob.
DIF can be derived from Equation 12. If

dsi = ESir —ESir , (15)

then

n 2
DTF=E (Z ds,-> , (16)
i=1

wherer is the number of items in a test. This can be rewritten as

DTF = Z[Cov(d,», D) + g, upl , (@7
i=1

where Cov{;, D) is the covariance of the difference in expecE® (d;) and the difference in
expected scored)), andu,; andup are the means af;; and Dy, respectively. In this case|F
can be written as

DIF; = CoMd;, D) + jug; itp - (18)

Raju etal. (1995) referred to thisF as compensatonyr (CDIF). If DIF in Equation 18 was expressed
ascolIF, then Equation 17 can be rewritten as

n
DTF=) CDIF; . (19)
i=1

The additive nature abTr allows for possible cancellation at the test level. This occurs when one
item displaysDIF in favor of one group and another item displays in favor of the other group.
This combination obiF items will have a canceling effect on the overtF. The sum of theDiF
indices reflects the net directionality. For practical applications, a test developer could examine
theDTF, then determine which item(s) should be eliminated based amwitsvalue and its overall
contribution toDTF.

Raju et al. (1995) proposed a second index, noncompensatofyCDIF), that assumes that
all items other than the one under study are free from differential functioning. In the dichotomous
caseNCDIF is closely related to other existimgr indices such as Lord’g? and the unsigned area
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(Raju et al., 1995). If all other items arer-free, thend; = 0 for all j # i, wherei is the item
being studied, and Equation 18 can be rewritten as

NCDIF; =07 + 3 . (20)

Raju et al. (1995) noted that items having significambiF do not necessarily have significamir,

in the sense of contributing significantlymar. For example, if one item favors the reference group
and another favors the focal group, significabiF occurs for both items even though the two
CDIF indices may not be significant because of their canceling effect at the test level. This could
lead to a greater number of significaw@DIF items tharcDiF items.

In addition to cancellation at the test level, polytomously scored items allow for potential can-
cellation within an examinee at the item level. Recall that each item has multiple categories in the
polytomous case, which leads to multiple probabilities. It is possible for one category to cancel
the effects in another category when computihdor a given examinee. For example,Af;r is
greater thanP;;gr and Py is less than thePy;r, a cancellation will occur, keeping close to 0,
thereby indicating no differential functioning at the item level within an examinee.

DFIT Significance Tests

Assume that theéd between expected scores is normally distributed with a measp @nd a
standard deviation afp. A Z score for examineeis
Dy — up

Zy = ———, (21)
op

wherez? has ay? distribution with one degree of freedomr). The sum ofz? acrossv examinees
has ay 2 distribution with N DFs:

2 (Ds — up)?
o2 '

The interest is in minimizing the expectationwfF (i.e., EQTF) = ;;,12) = 0), which implies that
up must be 0. Then, by substitution,

D2 N(DTP
A= =—. (23)
%p 9p

If an unbiased estimator is substituted &g, then

N(DTF)
Xa1=—p— (24)
op

A significant 2 value indicates that one or more items are functioning differentially. Raju et al.
(1995) suggested removing items that contribute significantyreauntil the x 2 value is no longer
significant. According to Raju et al., deleted items are designated as having signifizant
Therefore, Raju et al. did not propose a separate significance tessifor

Raju etal. (1995) defined a similaf test forncDIF. This test was shown to be overly sensitive for
large sample sizes (Fleer, 1993). Fleer suggested empirically establishing a critical value (cutoff)
for NCDIF. This critical value was determined from a monte carlo study of mentems.
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Method

Data Simulation

A GRMwith five response categories was used to generate the simulated datasets. Item parameters
used in previous studies (Cohen & Kim, 1993; Fleer, 1993) were modified to accommodate the
GRM. The modified item parameters are listed in Tables 1 andi2 was modeled by adding a
constant to the and/orb parameters of the focal group.

Item probabilities for five categories per item for a simulated examinee were generated using
Equation 1. Recall that five categories result in four probabilities per item. To assign a score
for each simulated examinee, the following procedure was used. First, each simulated examinee
was randomly assigned@afrom a standard normal distribution. Using the item parameters in
Tables 1 and 2, along with the randomly assigfgasulted in four probabilities per item for each
examinee. Then, for each simulated examinee a single random nurbesa$ sampled from
a uniform distribution over the interval [0,1]. If the randomly sampled number was less than the
calculated probability at the boundary categbhut greater than the calculated probability at1,
then the score assigned was the value of categofhis can be expressed as

Pgi > Ysi > Py » (25)

wherey;; is the single random number for examineen itemi.

Factors Manipulated

Two differents distributions were simulated for the focal group. In the first condition, the focal
and reference groups had eg@dlistributions randomly selected from an N(0, 1) distribution. This
condition is referred to as tHequivalentcondition. In the second condition, the focal group was
sampled from an N{1, 1) distribution, resulting in lowets than those in the reference group. This
condition is referred to as tHéonequivalentondition.

Two test lengths, 20 and 40 items, were simulated. Sample size and scoring options were
constant. For each group, 1,000 examinees were simulated. This sample size ensured adequate
precision for parameter estimation priorto-/DTF analyses (Muraki & Bock, 1993). All items
consisted of five scoring options (i.e., 0, 1, 2, 3, and 4). Simulation under each factor combination,
referred to as a condition, was replicated five times.

Four proportions of test-wideir (0%, 5%, 10%, and 20%) and two conditions of direction
of DIF (Unidirectional and Balanced-Bidirectional) were simulated. In the 20-item test, 0, 1, 2,
3, and 4 items were embedded witlr. In the Unidirectional conditions, all items favored the
reference group. In the Balanced-Bidirectional conditions, items favoring the reference group
were balanced with items favoring the focal group. In the 5% condition, which hadipiitem,
the Bidirectional condition could not be simulated. In addition, items were generated to simulate
uniform DIF (a;r = a;r andb;r # b;g) and nonunifornDIF (a;r # a;F, either withb;r # b;g Or
b;r = b;r). Only the 20%DIF condition contained nonuniformr items. Two nonunifornoiF and
two uniformDIF items were embedded in this condition.

Similar conditions were simulated in the 40-item testF was embedded in O, 2, 4, and 8
items. Directional and Balanced-Bidirectiomat were simulated using the same method as in the
20-item test. NonunifornbiF was embedded only in the 208tF condition. Figure 2 provides a
visual display of the simulation design. Twenty-six conditions were simulated in this study.

It is difficult to judge the impact of embeddimaF by creating differences in the reference and
focal group item parameters. A measure of the amountrothat has been embedded is reported
using thecbirF andNCDIF values based on the true parameters and a standard riodiséiibution
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Table 1
Reference Group Item Parameters
20-Item Test 40-Item Test
Item a by bo b3 by Item a by bo b3 by
1 b5 -180 -.60 .60 180 1 b5 -180 -.60 .60 180
2 73 -232 -112 .08 128 2 b5 -180 -—-.60 .60 180
3 73 -180 -.60 .60 180 3 73 -232 -112 .08 128
48 .73 -180 -.60 .60 180 4 73 —-232 -112 .08 128
4o .73 =130 -.10 110 230 Gh .73 -180 -.60 .60 180
4¢ 123 -180 -.60 .60 180 H 73 -230 -1.10 10 130
5a .73 -128 —-.08 112 232 5 .73 -180 -.60 .60 180
50 .73 -180 -.60 .60 180 & 73 -180 -.60 .60 180
5¢ 73 -180 -.60 .60 180 & 73 -130 -.10 110 230
62 100 -278 -158 -.38 .82 66 123 -180 -.60 .60 180
6P 73 -128 -—-.08 112 232 7 .73 -180 -.60 .60 180
6° 73 -128 —-.08 112 232 8 73 -180 -.60 .60 180
7@ 100 -232 -112 .08 128 9 .73 -128 —-.08 112 232
7 100 -278 -158 —-38 .82 10 73 -128 —-.08 112 232
7 100 -278 -158 -.38 .82 11 100 -278 -158 -.38 .82
8 100 -232 -112 .08 128 12 100 -278 -158 -38 .82
¢ 100 -180 -.60 .60 180 13 100 -232 -112 .08 128
9 100 -232 -112 .08 128 14 100 -232 -112 .08 128
€ 100 -232 -112 .08 128 ¥ 100 -232 -112 .08 128
1 100 -180 -—.60 .60 180 1¥ 100 -257 -137 -17 103
100 100 -207 —.87 .33 153 1 100 -232 -112 .08 128
10° 100 -180 -—.60 .60 180 1 100 -232 -112 .08 128
11 100 -180 -—.60 .60 180 1¢ 100 -207 -.87 .33 153
12 100 -180 -.60 .60 180 16 50 -232 -112 .08 128
12 100 -180 —.60 .60 180 17 100 -180 -.60 .60 180
1 100 -128 -.08 112 232 18 100 -180 -.60 .60 180
13® 100 -128 —-.08 112 232 19 100 -180 -.60 .60 180
13 100 -180 —.60 .60 180 20 100 -180 —-.60 .60 180
13* 100 -.78 42 162 282 21 100 -180 -.60 .60 180
14 100 -128 —-.08 112 232 22 100 -180 -—.60 .60 180
15* 100 -.82 .38 158 278 23 100 -180 -.60 .60 180
15 100 -128 —-.08 112 232 24 100 -180 -.60 .60 180
15° 100 -.82 .38 158 278 2% 100 -128 —-08 112 232
16* 136 -232 -112 .08 128 2 100 -128 .08 112 232
16° 100 -.82 .38 158 278 2% 100 -178 —.58 62 182
16° 100 -.32 .88 208 328 268 100 -128 —-08 112 232
17 136 -180 -.60 .60 180 26! 100 -128 —.08 112 232
17 136 -232 -112 .08 128 2¢ 100 -.78 42 162 282
17 136 -232 -112 .08 128 27 100 -128 -.08 112 232
18 136 -180 -—.60 .60 180 28 100 -128 —-.08 112 232
19 136 -128 -.08 112 232 29 100 -—-.82 .38 158 278
20 180 -180 -—.60 .60 180 3¢ 100 -.82 .38 158 278

continued on next page

of 1,000 examinees. This provides an indication of how “large” or “sntal’is in the embedded
items. Table 3 shows the differences in the item parameters between the reference and focal groups,
as well as the truebpiF andNCDIF values.
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Table 1, continued
Reference Group Item Parameters

20-Item Test 40-Item Test
Item «a by by bz by Item a by by b3 by
30¢ 1.00 —.82 .38 158 278

30 100 -.32 .88 208 328
31 136 -232 -112 .08 128
32 136 -232 -112 .08 128

33 136 -1.80 —.60 .60 180
34 136 -1.80 —.60 .60 180
35 136 -1.80 —.60 .60 180
36 136 -1.80 —.60 .60 180
37 136 -1.28 —-.08 112 232
38 136 -1.28 —-.08 112 232
39 180 -180 -.60 .60 180
40 180 -180 —-.60 .60 180

8tem parameters used in Conditions 1, 2, and 3.
bitem parameters used in Condition 4.

Cltem parameters used in Condition 5.

ditem parameters used in Conditions 4 and 5.
€ltem parameters used in Condition 6.

Parameter Estimation and Linking

Item andy parameters were estimated usmAgSCALE 2(Muraki & Bock, 1993). The maximum
marginal likelihood procedure and EM algorithm were used to estimate the item parameters. Default
values were used for all estimation. Estimated a posteriori Bayesian procedures with normal priors
were used to estimate

The estimation of linking coefficients was based on Baker’'s modified test characteristic curve
method as implemented EQUATE 2.0 (Baker, 1993). All parameter estimates for the reference
group in this study were equated to the underlying metric of the focal group.

Several researchers have shown that an iterative linking procedure improves identificatfon of
items (e.g., Candell & Drasgow, 1988; Drasgow, 1987; Lautenschlager & Park, 1988; Lord, 1980;
Miller & Oshima, 1992). To minimize error introduced by the equating procedure, a two-stage
linking procedure was used in this study. After the initial linking with all test itentsranalysis
was performed. If items were identified as displayimg, as indicated by ancDIF index that
exceeded the critical value, the linking procedure was performed again withouttifegems.

Finally, all items were transformed using the linking coefficients obtained in the second iteration.
A FORTRAN program written by Raju (1995) was used to calculatenth& indices.

Establishing Critical Values

Because theg? for NCDIF was found to be overly sensitive for large sample sizes, an empirical
critical value was established for aliF indices to protect against Type | error. Two thousard
free items were simulated amd- analyses were conducted. An alternative cutoff was established
by finding the value at the 99th percentile. This resulted in an alternative cutoff value of .016. This
value was used for bothiF andDTF items.
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Table 2
Focal Group Item Parameters, by Condition (Items Not Listed
Used the Same Item Parameters as the Reference Group)

20-Item Test 40-Item Test

Item a by by b3 by Item a by bo b3 bg
Condition 1

3 73 —.80 .40 160 280 5 73 —.80 .40 160 280
10 73 —.28 .92 212 332

Condition 2

3 73 -1.30 -.10 110 230 5 73 —-.80 .40 160 280
8 100 —-1.32 -.12 108 228 10 73 —.78 42 162 282
15 100 -132 -.12 108 228

20 100 —-1.30 -.10 110 230

Condition 3

3 73 —.80 .40 160 280 5 73 —.80 .40 160 280
8 .50 —-1.82 —.62 58 178 10 73 —.78 42 162 282
13 100 —.78 42 162 282 15 .50 —-1.82 —.62 .58 178
18 .86 —-1.80 —.60 .60 180 20 .50 —1.80 —.60 .60 180
25 100 —.28 .92 212 332

30 100 -.32 .88 208 328

35 .86 —-1.30 -.10 110 230

40 130 —1.80 —.60 .60 180

Condition 4

3 73 —-1.30 —.10 110 230 5 73 —-1.30 -.10 110 230
4 73 —-1.80 —.60 .60 180 6 73 —-2.30 -1.10 .10 130
Condition 5

3 123 —-1.80 —.60 .60 180 5 73 —-1.30 -.10 110 230
4 73 -1.80 —.60 .60 180 6 73 —2.30 -1.10 10 130
12 100 —.78 42 162 282 15 100 —-2.07 —.87 .33 153
13 100 —-1.28 —.08 112 232 16 100 —2.57 -1.37 -.17 103
Condition 6

5 123 -1.80 —.60 .60 180

6 73 —-1.80 —.60 .60 180

15 .50 —2.32 -112 .08 128

16 100 —-2.32 —-1.12 .08 128

25 100 —.78 42 162 282

26 100 —-1.78 —.58 62 182

29 100 -.32 .88 208 328

30 100 —.82 .38 158 278

Detection of DIF

Two indicators were calculated to determine the accuracyraletection, true positiverf) and
false positive €P). A TP was an embeddeniF item with aDIF index value that exceeded the cutoff
value. AnFpwas a norbIF item with abDIF index value that exceeded the criterion established
for DIF. TP rates were determined by tallying the total number of detected embedeésms
across the five replications and dividing by the total number of embenidét®ms across the five
replications. Fp rates were determined from the total number of erroneously identifiedmron-
items across the five replications, divided by the total number ofmeritems across the five
replications.

For comparison, a significance test was done using the true item parameters. These analyses
bypassed thearRscALE estimation and linking procedures and are referred foras conditions.
True conditions consisted of one analysis per condition, as opposed to the Estimated conditions
that consisted of five replications per condition.
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Figure 2
Simulation Design
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Table 3
Difference Between Focal and Reference Group Item Parameters
(Focal Group Minus Reference Group) for True CDIF
and NCDIF Values for a 20-Item Test and a 40-ltem Test

20-Item Test 40-Item Test
Difference True True Difference True True
Iltem a b CDIF NCDIF Iltem a b CDIF NCDIF
Unidirectional Conditions
Condition 1
3 — +1.0 .48 48 5 — +1.0 .92 48
10 — +1.0 .87 43
Condition 2
3 — +.5 .39 12 5 — +1.0 1.49 .48
8 — +1.0 .84 .58 10 — +.5 73 12
15 — +1.0 164 57
20 — +.5 .82 14
Condition 3
3 — +1.0 100 48 5 — +1.0 197 48
8 -5 +.5 .59 A7 10 — +.5 97 12
13 — +.5 53 13 15 -5 +.5 117 17
18 -5 — .02 000 20 -5 — A1 .03
25 — +.5 204 .50
30 — +.5 .99 12
35 -5 +.5 108 14
40 -5 — .02 000
Balanced-Bidirectional Conditions
Condition 4
3 — +.5 000 12 5 — +1.0 0.00 .49
4 — -5 000 12 6 — -1.0 0.00 .49
Condition 5
3 +5 — 0.00 .01 5 — +1.0 0.00 49
4 -5 — 0.00 .01 6 — -1.0 0.00 .49
12 — +.5 0.00 13 15 — +.5 0.00 14
13 — -5 000 13 16 — -5 0.00 14
Condition 6
5 +.5 — 0.00 .01
6 -5 — 0.00 .01
15 -5 — 0.00 .03
16 +.5 — 0.00 .03
25 — +1.0 0.00 .56
26 — -1.0 0.00 .56
29 — +.5 0.00 12
30 — -5 0.00 12

Results
CDIF

BecausecDIFs sum toDTF, when a giverpTr was found statistically significant (gt < .01),
items with large and positiveDIF indices were removed one at a time until ther index based
on the remaining items was statistically nonsignificant. Items that were removed were classified
as having significantDIF. The Balanced-Bidirectional tests should not have any items identified
asDIF because otDIF cancellation. Thereforerps were relevant only in the 20- and 40-item
Unidirectional conditions (Conditions 1, 2, and 3; see Figure 2). Tables 4 and 5 show the aggregated
results at both the condition level and the item level, respectivelydoranalyses.
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CDIF True conditions. For the 20-item conditions, all items with significastiF were iden-
tified, except in Condition 3. In Condition 3, .75 of the troelF items were detected (Table 4).
Item level results (Table 5) indicated that Item 18, an item with a very small amoumi,ofvas
not detected. Neps were detected in any of the conditions.

Table 4
True Positive (TP) and False Positive (FP) Rates for CDIF by Condition
No. of Equivalent Nonequivalent
Test and DIF True CDIF Est. CDIF True CDIF Est. CDIF
Condition ltems TP FP TP FP TP FP TP FP
20-Item Test
Null Condition 0 — 000 — 0.00 — 0.00 — 0.00
Unidirectional
Condition 1 1 1.00 0.00 100 000 100 0.00 100 000
Condition 2 2 1.00 0.00 .90 .03 100 0.00 .90 .03
Condition 3 4 .75 0.00 .65 .18 75 0.00 .65 .03
Balanced-Bidirectional
Condition 4 2 — 0.00 — 0.00 — 0.00 — .01
Condition 5 4 — 0.00 — .02 — 0.00 — .01
40-ltem Test
Null Condition 0 — 0.00 — 0.00 — 0.00 — 0.00
Unidirectional
Condition 1 2 1.00 0.00 100 .01 100 0.00 100 .02
Condition 2 4 1.00 000 .80 .01 100 0.00 .50 .02
Condition 3 8 .75 000 .68 .01 .75 0.00 .68 .01
Balanced-Bidirectional
Condition 4 2 — 0.00 — .01 — 0.00 — .01
Condition 5 4 — 0.00 — 0.00 — 0.00 — .01
Condition 6 8 — 0.00 — .03 — 0.00 — .03

Similar results were obtained in the 40-item conditions. Again, all significamtitems were
identified, except in Condition 3. Items with a small amounbtf were not detected (Items 20
and 40). NcrpPs were observed.

CDIF Estimated conditions. In the Estimated 20-item/Equivalent conditions, there was a de-
crease for thaps in Conditions 2 and 3 as compared to the True conditions. In Condition 2, the
TP rate decreased from 1.00 to .90. In Condition 3,theate dropped from .75 to .65 (Table 4).
Additionally, therp rates increased in Conditions 2 and 3. In Condition 2,Aheate increased
slightly from 0.0 to .03. In Condition 3, theerate had a much larger increase from 0.0 to .18. This
was due to two repetitions within this condition that identified four and six meritems. The
remaining three repetitions identified zero or emétems.

For the 20-item/Nonequivalent conditions, the results were identical to the 20-item/Equivalent
conditions, except for theprate in Condition 3. A lowerprate (.03) was detected in the Nonequiv-
alent condition, compared to the Equivalent condition (.18).

A similar trend was observed in the 40-item conditions. In the 40-item/Equivalent conditions,
theTprates decreased in both Conditions 2 and 3. THmte decreased from 1.00 to .80 and from
.75 to .68 for Conditions 2 and 3, respectively. The item-level analyses (Table 5) revealed that
items with a small amount daiiF were not detected. Thep rates increased slightly in almost all
conditions (ranging from 0.0 to .03).

The 40-item/Nonequivalent conditions had similar results to the 40-item/Equivalent conditions,
except for two instances. In Condition 2, therate decreased from .80 to .50. Because of the
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Table 5
True Positive Rates for CDIF at the Item Level
Test Equivalent Nonequivalent
Condition, True True Est. True Est.
and ltem  CDIF Value CDIF CDIF CDIF CDIF
20-Item Test
Unidirectional Conditions
Condition 1
3 .48 10 10 10 10
Condition 2
3 .39 10 .8 10 .8
8 .84 10 10 10 1.0
Condition 3
3 1.00 10 8 10 10
8 .59 10 .8 10 .6
13 53 10 8 10 10
18 .02 00 2 0.0 0.0
40-Item Test
Unidirectional Conditions
Condition 1
5 .92 10 10 10 10
10 .87 10 10 10 10
Condition 2
5 1.49 10 .8 10 4
10 73 10 .6 10 4
15 1.64 10 10 10 .8
20 .82 10 .8 10 4
Condition 3
5 1.97 10 10 10 10
10 97 10 10 10 10
15 1.17 10 .8 10 2
20 A1 00 0.0 0.0 0.0
25 2.04 10 10 10 10
30 .99 10 .8 10 10
35 1.08 10 10 10 10
40 .02 00 0.0 0.0 0.0

substantial decrease in detection rate, an additional five repetitions were simulated. The results of
the additional repetitions were similar to the finding in the 40-item/Equivalent condition. For the
additional repetitions in this condition, thie rate was .80 and therrate was .03.

NCDIF

NCDIF True conditions. Tables 6 and 7 contain the results of ttrs andrps for NCDIF. In
the True 20-item conditions, the rates were 1.0, except for Conditions 3 and 5, which had a
rate of .75 and .50, respectively. Analyses at the item level revealed timtthems not detected
were Item 18 (Condition 3) and Items 3 and 4 (Condition 5). These items had a small amount of
DIF. No Fpitems were detected.
For the True 40-item conditions, all conditions had perfeaetection rates except Conditions
3 and 6. In Condition 3 thep detection rate was .88 (Item 40 not detected); in Condition 67rhe
rate was .75 (Items 5 and 6 not detected). Again, these items had the smallest anmoewiof
FPs were detected.
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Table 6
The True Positive (TP) and False Positive (FP) Rates for NCDIF by Condition
Equivalent Nonequivalent
No. of True Estimated True Estimated
Test and DIF NCDIF NCDIF NCDIF NCDIF
Condition Items TP FP TP FP TP FP TP FP
20-Item Test
Null Condition 0 — 0.00 — 0.00 — 0.00 — 0.00
Unidirectional
Condition 1 1 1.00 000 100 .01 100 000 100 .01
Condition 2 2 1.00 000 100 000 100 000 100 000
Condition 3 4 .75 000 .75 000 .75 000 .80 000
Balanced-Bidirectional
Condition 4 2 1.00 000 100 000 100 000 100 000
Condition 5 4 .50 000 .50 000 .50 000 .55 000
40-Item Test
Null Condition 0 — 0.00 — 0.00 — 0.00 — 0.00
Unidirectional
Condition 1 2 1.00 000 100 000 100 000 100 .01
Condition 2 4 1.00 000 100 000 100 000 100 .01
Condition 3 8 .88 000 .88 .01 .88 000 .88 000
Balanced-Bidirectional
Condition 4 2 1.00 000 100 000 100 000 100 000
Condition 5 4 1.00 000 100 000 100 000 100 000
Condition 6 8 .75 000 .70 .01 .75 000 .80 000

NCDIF Estimated conditions. The results of the Estimated conditions were similar to the
True conditions. In the 20-item/Equivalent conditions, the results were identical to the True con-
ditions except in Condition 1 in which thep rate slightly increased from 0.0 to .01. In the
20-item/Nonequivalent case, Conditions 3 and 5 showed a slight increaserinrtites, from .75
to .80 and from .50 to .55, respectively.

In the 40-item/Equivalent condition, the Estimated conditions were similar to the True condi-
tions. There was a slight decreaserindetection rate in Condition 6, from .75 to .70. There was
also a slight increase iprates in Conditions 3 and 6, from 0.0 to .01.

For the 40-item/Nonequivalent case, the results were identical to the True condition except in
Condition 6, in which thep detection rate increased from .75 to .80. Additionally,Rheates in
Conditions 1 and 2 increased slightly, from 0.0 to .01 for both conditions.

Conclusions

The brFIT framework was effective in identifyingTF andDIF in polytomously scored data for
the conditions simulated. Test length (20 and 40 items), focal group distribution (equivalent and
nonequivalent), number aiiF items (0%, 5%, 10%, and 20%), and directiomaf (unidirectional
and balanced-bidirectional) had little effect on the true positive and false positive detection rates
across all conditions. As expected, items with large amourteofere detected, and items with
small amounts obIF were not detected.

Overall, cDIF was not as stable agcDIF. This finding is similar to the findings for the unidi-
mensional case (Fleer, 1993) and the multidimensional-dichotomous cases (Oshima et al., 1997).
In the present study;DIF had two conditions that varied from what was expected. For the 20-
item/Equivalent condition¢cDIF erroneously identified 18% of the nanF items asDiF. For the
40-item/Nonequivalent conditiorgDIF identified only 50% of thepiF items. When additional
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Table 7
True Positive NCDIF Rates at the Item Level
Test Equivalent Nonequivalent
Condition, True True Est. True Est.
and Iltem NCDIF Value NCDIF NCDIF NCDIF NCDIF
20-Item Test
Unidirectional Conditions
Condition 1
3 48 10 10 10 10
Condition 2
3 12 10 10 10 10
8 .58 10 10 10 10
Condition 3
3 .48 10 10 10 10
8 A7 10 10 1.0 10
13 13 10 10 10 10
18 0.00 00 0.0 0.0 2
Balanced-Bidirectional Conditions
Condition 4
3 12 10 10 10 10
4 12 10 10 10 10
Condition 5
3 .01 00 0.0 0.0 0.0
4 .01 00 0.0 0.0 0.0
12 13 10 10 10 10
13 13 10 10 10 10
40-ltem Test
Unidirectional Conditions
Condition 1
5 .48 10 10 10 10
10 43 10 10 1.0 10
Condition 2
5 .48 10 10 1.0 10
10 12 10 10 10 10
15 57 10 10 1.0 10
20 14 10 10 10 10
Condition 3
5 .48 10 10 10 10
10 12 10 10 10 10
15 A7 10 10 10 10
20 .03 10 10 10 10
25 .50 10 10 10 10

continued on next page

simulations were performed, the results were consistent with theoretical expectations. A possible
explanation for the occasional erratic detection rate is that the estimation and linking errors asso-
ciated with the Estimated conditions accumulated across the entire test. The calculation of
involves summing theDIF values across the entire test, which includes all the errors related to
each item. For example, a linking error would magnify the error in the same direction throughout
the test. If the linking additive component was overestimated by .2, then .2 would be added to each
item. NCDIF, which had stable results across all conditions, is calculated from information related
to only one item; consequently, this led to more stable results.
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Table 7, continued
True Positive NCDIF Rates at the Item Level

Test Equivalent Nonequivalent
Condition, True True Est. True Est.
and ltem NCDIF Value NCDIF NCDIF NCDIF NCDIF
Balanced-Bidirectional Conditions
Condition 4
5 .49 10 10 10 10
6 .49 10 10 10 10
Condition 5
5 49 10 10 10 10
6 .49 10 10 10 10
15 14 10 10 10 10
16 14 10 10 10 10
Condition 6
5 .01 00 0.0 0.0 2
6 .01 00 0.0 0.0 2
15 .03 10 10 10 10
16 .03 10 10 10 10
25 .56 10 10 10 10
26 .56 10 10 10 10
29 12 10 10 10 10
30 12 10 10 10 10

Limitations

Although this study supports the validity of the polytommmst framework, the results are
specific to the conditions simulated. In this study, the method in whielwas embedded (i.e.,
placing differences in each category) might be unrealistic and might provide optimal conditions
for detectingpIF. This high detection rate created a ceiling effect that limited the investigation of
the influence of factors that were manipulated in this st@dyroup distribution and values of the
a andb parameters should have an influence in the detectian~ébTF. The efficacy of theFIT
framework should be examined in more conditions with otkRemmodels.

Future Research

The findings of this study encourage future research areasforFirst, critical (cutoff) values
for coiF andNeDIF should be investigated. In this study, the critical value was established by using
an empirical method that was optimal for the detectiopiefoTF specific to this study. A Type |
and Type Il error simulation study should be performed. Biar to be of practical use, critical
values at various levels with differentRT models should be established.

The reason for the occasional instabilityarfiF needs to be determinedbDIF offers a unique
method for assessing the overall effect of removing or adding an item to a test. Finally, many condi-
tions need to be experimentally manipulated. Sample size, amonirt tdngth of test, distribution
of focal group, and many other conditions need to be systematically investigated. Additionally, the
DFIT framework should be applied to tests with mixed item formats (i.e., dichotomous and poly-
tomous items). These systematic investigations would help establish guidelines and limitations of
theDFIT procedure.
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