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A Description and Demonstration
of the Polytomous-DFIT Framework

Claudia P. Flowers, University of North Carolina at Charlotte

T. C. Oshima, Georgia State University

Nambury S. Raju, Illinois Institute of Technology

Raju, van der Linden, & Fleer (1995) proposed
an item response theory based, parametric differ-
ential item functioning (DIF) and differential test
functioning (DTF) procedure known as differential
functioning of items and tests (DFIT). According to
Raju et al., the DFIT framework can be used with
unidimensional and multidimensional data that are
scored dichotomously and/or polytomously. This
study examined the polytomous-DFIT framework.
Factors manipulated in the simulation were: (1)
length of test (20 and 40 items), (2) focal group
distribution, (3) number of DIF items, (4) direction

of DIF, and (5) type of DIF. The findings provided
promising results and indicated directions for future
research. The polytomous DFIT framework was ef-
fective in identifying DTF and DIF for the simulated
conditions. The DTF index did not perform as con-
sistently as the DIF index. The findings are similar to
those of unidimensional and multidimensional DFIT
studies. Index terms: differential functioning of
items and tests, differential item functioning, differ-
ential test functioning, polytomous data, simulation,
unidimensionality.

Differential test functioning (DTF) and differential item functioning (DIF) research has focused
primarily on dichotomously scored items and tests. With the increased use of polytomously scored
items and evidence of greater discrepancy in ethnic groups’ performance using performance-based
assessment (Dunbar, Koretz, & Hoover, 1991; Zwick, Donoghue, & Grima, 1993), there has been
increased interest in polytomousDIF/DTF procedures. A new item response theory (IRT) based,
parametric procedure proposed by Raju, van der Linden, & Fleer (1995), known as differential
functioning of items and tests (DFIT), can be used with unidimensional and multidimensional data
derived from dichotomous and/or polytomous scoring.

TheDFIT framework has many useful features for test developers. First, it is the only parametric,
IRT-based, psychometric measure of differential functioning at both the test and item levels. When
IRT is used to develop tests,IRT-basedDIF/DTF procedures that use item parameter estimates, such
asDFIT, maintain a common framework in test development. Second,DFIT provides an index that
does not assume that all items in the test, other than the item under study, are unbiased. Third,
during the development phase,DFIT provides aDTF procedure for determining the overall effect
of eliminating an item from a test. Fourth,DFIT allows examiningDIF/DTF in a mixed test format,
such as a combination of polytomous and dichotomous items. Finally,DFIT can be extended to
multidimensional data.

Raju et al. (1995) presented the theoretical framework ofDFIT and offered an empirical demon-
stration ofDFIT using dichotomous data. Oshima, Raju, & Flowers (1997) extended theDFIT

framework to the dichotomous multidimensional case. This paper describes the extension of the
DFIT framework to the polytomous unidimensional case, and explains the procedure for detecting
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DIF andDTF in the polytomous-DFIT framework. The performance of the procedure is examined
with simulated data.

The Graded Response Model

As with the dichotomous models, many polytomous models exist, e.g., Samejima’s (1969)
graded response model (GRM), Masters’ (1982) partial credit model, the rating scale model (Andrich,
1978), the nominal response model (Bock, 1972), the generalized partial credit model (Muraki,
1992), and the free-response model (Samejima, 1972). TheDFIT framework can be used with any
polytomous model; Samejima’sGRM was used in this study.

Samejima’s (1969)GRMassumes an ordered response, i.e., the more steps successfully completed
by the examinee, the higher the category score. The examinee is limited to selecting only one
category per item. In theGRM, the probability of persons responding above categoryk to itemi is:

P ∗
ik(θ) = exp[Dai(θs − bik)]

1 + exp[Dai(θs − bik)] , (1)

where
bik is the boundary or threshold between categoryk andk + 1 associated with itemi,
ai is the item slope or discrimination parameter, and
θs is the trait parameter.

Equation 1 is referred to as theboundary response function(BRF). TheBRF is similar to the item
response function (IRF) of the two-parameter dichotomous model, except that more than one func-
tion is needed per item. The number of functions for each item is one less than the number of
response categories in that item. For example, a five-category item requires fourBRFs. In the
homogeneous case of theGRM, the item discrimination parameter,ai , is assumed to be constant
across all categories in itemi. However, it could vary across items in a test. As a result, allBRFs
have equal slopes for each category in an item, which ensures that the curves do not cross. For
each item, multiple difficulty parameters,bik, are required. The number ofb parameters is equal
to the number ofBRFs. TheBRFs are a cumulative probability of a response above categoryk. A
graphic illustration of theBRFs for a three-category item is provided in Figure 1a.

To calculate the probability of responding in a particular category, the adjacent boundary is
subtracted from the cumulative probability. This can be expressed as

Pik(θ) = P ∗
i(k−1)(θ) − P ∗

ik(θ) . (2)

This function is often referred to as theitem category response function(ICRF). Because the first
and last categories lack an adjacent boundary (i.e., noBRF below the first category and noBRF

above the last category), Samejima (1969) definedP ∗
i0(θ) andP ∗

im(θ) as

P ∗
i0(θ) = 1 (3)

and

P ∗
im(θ) = 0 , (4)

wherem equals the number of categories. The probability of responding in the first category (i.e.,
k = 1) for item i is, then,

Pi1(θ) = P ∗
i0(θ) − P ∗

i1(θ) = 1 − P ∗
i1(θ) . (5)
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Figure 1
BRFs and ICRFs for a 3-Category Item (a = 1, b1 = −.5, b2 = .5)

a. BRFs

b. ICRFs

The probability of responding in the last category (i.e.,k = m) for item i is

Pim(θ) = P ∗
i(m−1)(θ) − P ∗

im(θ) = P ∗
i(m−1)(θ) − 0 = P ∗

i(m−1)(θ) . (6)

The number ofICRFs per item is equal to the number of categories. A graphic illustration of the
ICRFs for a three-category item is given in Figure 1b.

Expected Item and Test Scores

Once the probability for responding in each category (i.e., theICRF) is estimated, a measure of
the expected item score can be calculated. For polytomously scored data, an expected score (ESsi)
for item i can be computed for examinees as

ESsi =
m∑

k=1

Pik(θs)Xik , (7)

where
Xik is the score or weight for categoryk,
m is the number of categories, and
Pik is the probability of responding to categoryk (see Equation 2).

This is referred to as theexpected item score functionor theIRF. Summing the expected item scores
across a test will result in theexpected test score functionfor each examinee as
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Ts =
n∑

i=1

ESsi , (8)

wheren is the number of items in the test.
The only difference between the dichotomous and polytomousDFIT framework is the calcula-

tion of theESs. Once the expected item and test scores are known, theDFIT framework for the
polytomous framework is identical to theDFIT framework for the dichotomous case.

Definition of DIF and DTF

Chang & Mazzeo (1994) demonstrated that if two items have the sameESor IRF in the GRM,
then they must have the same number of scoring categories and the sameICRFs. Conversely, an
item is considered to be functioning differentially if

ESiR 6= ESiF , (9)

whereESiR is the item expected score for an examinee in the reference group (R) (i.e., comparison
group) with a givenθ , andESiF is the item expected score for an examinee in the focal group (F) (i.e.,
the group of interest) with the sameθ for item i (see Equation 7). A test functions differentially if

TR 6= TF , (10)

whereTR andTF are the expected test scores for the reference and focal group examinees, respec-
tively, with the sameθ .

Polytomous DFIT

The DFIT framework requires separate item parameter estimation for the reference group and
the focal group. As a result, a test will have two sets of item parameters. The reference group
item parameters are then linked onto the same metric as the focal group parameters using a linear
transformation. The focal groupθ distribution is used to calculate twoESis (Equation 7), one using
the focal group parameters and the other using the linked reference group parameters. That is, for
a single examinee (with a givenθ) who is a member of the focal group (F), an expected score for
an item (ESsiF) can be calculated using the focal group item parameters. For the same examinee,
another expected score (ESsiR) is calculated using the linked reference group item parameters. If
the item is functioning differentially, the two expected scores will not be equal (Equation 9).

The same reasoning can be applied at the test level. The expected test score (Ts) (Equation 8)
is calculated by summing theESsi across all the items in the test. Two expected test scores are
calculated for each focal group examinee, one score for the examinee as a member of the focal
group (TsF) and one score as if a member of the reference group (TsR). The greater the difference
between the two expected scores, the greater theDTF. According to Raju et al. (1995), a measure
of DTF at the examinee level may be defined as

D2
s = (TsF − TsR)2 . (11)

DTF across the focal group examinees may be defined as

DTF = EF D2
s = EF (TsF − TsR)2 , (12)
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or, equivalently,

DTF =
∫
θ

D2
s fF (θ)dθ , (13)

wherefF(θ) is the density function ofθ for the focal group. Also,

DTF = σ2
D + (µTF − µTR)2 = σ2

D + µ2
D , (14)

where
µT F is the mean expected score for the focal group examinees,
µT R is the mean expected score for the same examinees (as if they were members of the reference

group), and
σ 2

D is the variance ofD.
DIF can be derived from Equation 12. If

dsi = ESsiF − ESsiR , (15)

then

DTF = E


( n∑

i=1

dsi

)2

 , (16)

wheren is the number of items in a test. This can be rewritten as

DTF =
n∑

i=1

[Cov(di, D) + µdi
µD] , (17)

where Cov(di, D) is the covariance of the difference in expectedESs (di) and the difference in
expected scores (D), andµdi andµD are the means ofdis andDs , respectively. In this case,DIF

can be written as

DIFi = Cov(di, D) + µdi
µD . (18)

Raju et al. (1995) referred to thisDIF as compensatoryDIF (CDIF). If DIF in Equation 18 was expressed
asCDIF, then Equation 17 can be rewritten as

DTF =
n∑

i=1

CDIFi . (19)

The additive nature ofDTF allows for possible cancellation at the test level. This occurs when one
item displaysDIF in favor of one group and another item displaysDIF in favor of the other group.
This combination ofDIF items will have a canceling effect on the overallDTF. The sum of theCDIF

indices reflects the net directionality. For practical applications, a test developer could examine
theDTF, then determine which item(s) should be eliminated based on itsCDIF value and its overall
contribution toDTF.

Raju et al. (1995) proposed a second index, noncompensatoryDIF (NCDIF), that assumes that
all items other than the one under study are free from differential functioning. In the dichotomous
case,NCDIF is closely related to other existingDIF indices such as Lord’sχ2 and the unsigned area
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(Raju et al., 1995). If all other items areDIF-free, thendj = 0 for all j 6= i, wherei is the item
being studied, and Equation 18 can be rewritten as

NCDIFi = σ2
di

+ µ2
di

. (20)

Raju et al. (1995) noted that items having significantNCDIF do not necessarily have significantCDIF,
in the sense of contributing significantly toDTF. For example, if one item favors the reference group
and another favors the focal group, significantNCDIF occurs for both items even though the two
CDIF indices may not be significant because of their canceling effect at the test level. This could
lead to a greater number of significantNCDIF items thanCDIF items.

In addition to cancellation at the test level, polytomously scored items allow for potential can-
cellation within an examinee at the item level. Recall that each item has multiple categories in the
polytomous case, which leads to multiple probabilities. It is possible for one category to cancel
the effects in another category when computingdi for a given examinee. For example, ifP1iF is
greater thanP1iR andP2iF is less than theP2iR, a cancellation will occur, keepingdi close to 0,
thereby indicating no differential functioning at the item level within an examinee.

DFIT Significance Tests

Assume that theD between expected scores is normally distributed with a mean ofµD and a
standard deviation ofσD. A Z score for examinees is

Zs = Ds − µD

σD
, (21)

whereZ2
s has aχ2 distribution with one degree of freedom (DF). The sum ofZ2

s acrossN examinees
has aχ2 distribution withN DFs:

χ2
N = 6Z2

s = 6(Ds − µD)2

σ2
D

. (22)

The interest is in minimizing the expectation ofDTF (i.e., E(DTF) = µ2
D = 0), which implies that

µD must be 0. Then, by substitution,

χ2
N = 6D2

s

σ2
D

= N(DTF)

σ 2
D

. (23)

If an unbiased estimator is substituted forσ2
D, then

χ2
N−1 = N(DTF)

σ̂ 2
D

. (24)

A significantχ2 value indicates that one or more items are functioning differentially. Raju et al.
(1995) suggested removing items that contribute significantly toDTF until theχ2 value is no longer
significant. According to Raju et al., deleted items are designated as having significantCDIF.
Therefore, Raju et al. did not propose a separate significance test forCDIF.

Raju et al. (1995) defined a similarχ2 test forNCDIF. This test was shown to be overly sensitive for
large sample sizes (Fleer, 1993). Fleer suggested empirically establishing a critical value (cutoff)
for NCDIF. This critical value was determined from a monte carlo study of non-DIF items.
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Method

Data Simulation

A GRMwith five response categories was used to generate the simulated datasets. Item parameters
used in previous studies (Cohen & Kim, 1993; Fleer, 1993) were modified to accommodate the
GRM. The modified item parameters are listed in Tables 1 and 2.DIF was modeled by adding a
constant to thea and/orb parameters of the focal group.

Item probabilities for five categories per item for a simulated examinee were generated using
Equation 1. Recall that five categories result in four probabilities per item. To assign a score
for each simulated examinee, the following procedure was used. First, each simulated examinee
was randomly assigned aθ from a standard normal distribution. Using the item parameters in
Tables 1 and 2, along with the randomly assignedθ , resulted in four probabilities per item for each
examinee. Then, for each simulated examinee a single random number (Y ) was sampled from
a uniform distribution over the interval [0,1]. If the randomly sampled number was less than the
calculated probability at the boundary categoryk but greater than the calculated probability atk+1,
then the score assigned was the value of categoryk. This can be expressed as

P ∗
ski > Ysi > P ∗

s(k+1)i , (25)

whereYsi is the single random number for examinees on itemi.

Factors Manipulated

Two differentθ distributions were simulated for the focal group. In the first condition, the focal
and reference groups had equalθ distributions randomly selected from an N(0,1) distribution. This
condition is referred to as theEquivalentcondition. In the second condition, the focal group was
sampled from an N(−1,1) distribution, resulting in lowerθs than those in the reference group. This
condition is referred to as theNonequivalentcondition.

Two test lengths, 20 and 40 items, were simulated. Sample size and scoring options were
constant. For each group, 1,000 examinees were simulated. This sample size ensured adequate
precision for parameter estimation prior toDIF/DTF analyses (Muraki & Bock, 1993). All items
consisted of five scoring options (i.e., 0, 1, 2, 3, and 4). Simulation under each factor combination,
referred to as a condition, was replicated five times.

Four proportions of test-wideDIF (0%, 5%, 10%, and 20%) and two conditions of direction
of DIF (Unidirectional and Balanced-Bidirectional) were simulated. In the 20-item test, 0, 1, 2,
3, and 4 items were embedded withDIF. In the Unidirectional conditions, all items favored the
reference group. In the Balanced-Bidirectional conditions, items favoring the reference group
were balanced with items favoring the focal group. In the 5% condition, which had oneDIF item,
the Bidirectional condition could not be simulated. In addition, items were generated to simulate
uniform DIF (aiR = aiF andbiR 6= biF) and nonuniformDIF (aiR 6= aiF, either withbiR 6= biF or
biR = biF). Only the 20%DIF condition contained nonuniformDIF items. Two nonuniformDIF and
two uniformDIF items were embedded in this condition.

Similar conditions were simulated in the 40-item test.DIF was embedded in 0, 2, 4, and 8
items. Directional and Balanced-BidirectionalDIF were simulated using the same method as in the
20-item test. NonuniformDIF was embedded only in the 20%DIF condition. Figure 2 provides a
visual display of the simulation design. Twenty-six conditions were simulated in this study.

It is difficult to judge the impact of embeddingDIF by creating differences in the reference and
focal group item parameters. A measure of the amount ofDIF that has been embedded is reported
using theCDIF andNCDIF values based on the true parameters and a standard normalθ distribution
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Table 1
Reference Group Item Parameters

20-Item Test 40-Item Test
Item a b1 b2 b3 b4 Item a b1 b2 b3 b4

1 .55 −1.80 −.60 .60 1.80 1 .55 −1.80 −.60 .60 1.80
2 .73 −2.32 −1.12 .08 1.28 2 .55 −1.80 −.60 .60 1.80
3 .73 −1.80 −.60 .60 1.80 3 .73 −2.32 −1.12 .08 1.28
4a .73 −1.80 −.60 .60 1.80 4 .73 −2.32 −1.12 .08 1.28
4b .73 −1.30 −.10 1.10 2.30 5a .73 −1.80 −.60 .60 1.80
4c 1.23 −1.80 −.60 .60 1.80 5d .73 −2.30 −1.10 .10 1.30
5a .73 −1.28 −.08 1.12 2.32 5e .73 −1.80 −.60 .60 1.80
5b .73 −1.80 −.60 .60 1.80 6a .73 −1.80 −.60 .60 1.80
5c .73 −1.80 −.60 .60 1.80 6d .73 −1.30 −.10 1.10 2.30
6a 1.00 −2.78 −1.58 −.38 .82 6e 1.23 −1.80 −.60 .60 1.80
6b .73 −1.28 −.08 1.12 2.32 7 .73 −1.80 −.60 .60 1.80
6c .73 −1.28 −.08 1.12 2.32 8 .73 −1.80 −.60 .60 1.80
7a 1.00 −2.32 −1.12 .08 1.28 9 .73 −1.28 −.08 1.12 2.32
7b 1.00 −2.78 −1.58 −.38 .82 10 .73 −1.28 −.08 1.12 2.32
7c 1.00 −2.78 −1.58 −.38 .82 11 1.00 −2.78 −1.58 −.38 .82
8 1.00 −2.32 −1.12 .08 1.28 12 1.00 −2.78 −1.58 −.38 .82
9a 1.00 −1.80 −.60 .60 1.80 13 1.00 −2.32 −1.12 .08 1.28
9b 1.00 −2.32 −1.12 .08 1.28 14 1.00 −2.32 −1.12 .08 1.28
9c 1.00 −2.32 −1.12 .08 1.28 15a 1.00 −2.32 −1.12 .08 1.28

10a 1.00 −1.80 −.60 .60 1.80 15d 1.00 −2.57 −1.37 −.17 1.03
10b 1.00 −2.07 −.87 .33 1.53 15e 1.00 −2.32 −1.12 .08 1.28
10c 1.00 −1.80 −.60 .60 1.80 16a 1.00 −2.32 −1.12 .08 1.28
11 1.00 −1.80 −.60 .60 1.80 16d 1.00 −2.07 −.87 .33 1.53
12a 1.00 −1.80 −.60 .60 1.80 16e .50 −2.32 −1.12 .08 1.28
12b 1.00 −1.80 −.60 .60 1.80 17 1.00 −1.80 −.60 .60 1.80
12c 1.00 −1.28 −.08 1.12 2.32 18 1.00 −1.80 −.60 .60 1.80
13a 1.00 −1.28 −.08 1.12 2.32 19 1.00 −1.80 −.60 .60 1.80
13b 1.00 −1.80 −.60 .60 1.80 20 1.00 −1.80 −.60 .60 1.80
13c 1.00 −.78 .42 1.62 2.82 21 1.00 −1.80 −.60 .60 1.80
14 1.00 −1.28 −.08 1.12 2.32 22 1.00 −1.80 −.60 .60 1.80
15a 1.00 −.82 .38 1.58 2.78 23 1.00 −1.80 −.60 .60 1.80
15b 1.00 −1.28 −.08 1.12 2.32 24 1.00 −1.80 −.60 .60 1.80
15c 1.00 −.82 .38 1.58 2.78 25a 1.00 −1.28 −.08 1.12 2.32
16a 1.36 −2.32 −1.12 .08 1.28 25d 1.00 −1.28 −.08 1.12 2.32
16b 1.00 −.82 .38 1.58 2.78 25e 1.00 −1.78 −.58 .62 1.82
16c 1.00 −.32 .88 2.08 3.28 26a 1.00 −1.28 −.08 1.12 2.32
17a 1.36 −1.80 −.60 .60 1.80 26d 1.00 −1.28 −.08 1.12 2.32
17b 1.36 −2.32 −1.12 .08 1.28 26e 1.00 −.78 .42 1.62 2.82
17c 1.36 −2.32 −1.12 .08 1.28 27 1.00 −1.28 −.08 1.12 2.32
18 1.36 −1.80 −.60 .60 1.80 28 1.00 −1.28 −.08 1.12 2.32
19 1.36 −1.28 −.08 1.12 2.32 29 1.00 −.82 .38 1.58 2.78
20 1.80 −1.80 −.60 .60 1.80 30a 1.00 −.82 .38 1.58 2.78

continued on next page

of 1,000 examinees. This provides an indication of how “large” or “small”DIF is in the embedded
items. Table 3 shows the differences in the item parameters between the reference and focal groups,
as well as the trueCDIF andNCDIF values.
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Table 1, continued
Reference Group Item Parameters

20-Item Test 40-Item Test
Item a b1 b2 b3 b4 Item a b1 b2 b3 b4

30d 1.00 −.82 .38 1.58 2.78
30e 1.00 −.32 .88 2.08 3.28
31 1.36 −2.32 −1.12 .08 1.28
32 1.36 −2.32 −1.12 .08 1.28
33 1.36 −1.80 −.60 .60 1.80
34 1.36 −1.80 −.60 .60 1.80
35 1.36 −1.80 −.60 .60 1.80
36 1.36 −1.80 −.60 .60 1.80
37 1.36 −1.28 −.08 1.12 2.32
38 1.36 −1.28 −.08 1.12 2.32
39 1.80 −1.80 −.60 .60 1.80
40 1.80 −1.80 −.60 .60 1.80

aItem parameters used in Conditions 1, 2, and 3.
bItem parameters used in Condition 4.
cItem parameters used in Condition 5.
dItem parameters used in Conditions 4 and 5.
eItem parameters used in Condition 6.

Parameter Estimation and Linking

Item andθ parameters were estimated usingPARSCALE 2(Muraki & Bock, 1993). The maximum
marginal likelihood procedure and EM algorithm were used to estimate the item parameters. Default
values were used for all estimation. Estimated a posteriori Bayesian procedures with normal priors
were used to estimateθ .

The estimation of linking coefficients was based on Baker’s modified test characteristic curve
method as implemented inEQUATE 2.0 (Baker, 1993). All parameter estimates for the reference
group in this study were equated to the underlying metric of the focal group.

Several researchers have shown that an iterative linking procedure improves identification ofDIF

items (e.g., Candell & Drasgow, 1988; Drasgow, 1987; Lautenschlager & Park, 1988; Lord, 1980;
Miller & Oshima, 1992). To minimize error introduced by the equating procedure, a two-stage
linking procedure was used in this study. After the initial linking with all test items, aDIF analysis
was performed. If items were identified as displayingDIF, as indicated by anNCDIF index that
exceeded the critical value, the linking procedure was performed again without theseDIF items.
Finally, all items were transformed using the linking coefficients obtained in the second iteration.
A FORTRANprogram written by Raju (1995) was used to calculate theDFIT indices.

Establishing Critical Values

Because theχ2 for NCDIF was found to be overly sensitive for large sample sizes, an empirical
critical value was established for allDIF indices to protect against Type I error. Two thousandDIF-
free items were simulated andDIF analyses were conducted. An alternative cutoff was established
by finding the value at the 99th percentile. This resulted in an alternative cutoff value of .016. This
value was used for bothDIF andDTF items.

 © 1999 SAGE Publications. All rights reserved. Not for commercial use or unauthorized distribution.
 at GEORGIA STATE UNIVERSITY on August 27, 2007 http://apm.sagepub.comDownloaded from 

http://apm.sagepub.com


Volume 23 Number 4 December 1999
318 APPLIED PSYCHOLOGICAL MEASUREMENT

Table 2
Focal Group Item Parameters, by Condition (Items Not Listed

Used the Same Item Parameters as the Reference Group)

20-Item Test 40-Item Test
Item a b1 b2 b3 b4 Item a b1 b2 b3 b4

Condition 1
3 .73 −.80 .40 1.60 2.80 5 .73 −.80 .40 1.60 2.80

10 .73 −.28 .92 2.12 3.32
Condition 2

3 .73 −1.30 −.10 1.10 2.30 5 .73 −.80 .40 1.60 2.80
8 1.00 −1.32 −.12 1.08 2.28 10 .73 −.78 .42 1.62 2.82

15 1.00 −1.32 −.12 1.08 2.28
20 1.00 −1.30 −.10 1.10 2.30

Condition 3
3 .73 −.80 .40 1.60 2.80 5 .73 −.80 .40 1.60 2.80
8 .50 −1.82 −.62 .58 1.78 10 .73 −.78 .42 1.62 2.82

13 1.00 −.78 .42 1.62 2.82 15 .50 −1.82 −.62 .58 1.78
18 .86 −1.80 −.60 .60 1.80 20 .50 −1.80 −.60 .60 1.80
25 1.00 −.28 .92 2.12 3.32
30 1.00 −.32 .88 2.08 3.28
35 .86 −1.30 −.10 1.10 2.30
40 1.30 −1.80 −.60 .60 1.80

Condition 4
3 .73 −1.30 −.10 1.10 2.30 5 .73 −1.30 −.10 1.10 2.30
4 .73 −1.80 −.60 .60 1.80 6 .73 −2.30 −1.10 .10 1.30

Condition 5
3 1.23 −1.80 −.60 .60 1.80 5 .73 −1.30 −.10 1.10 2.30
4 .73 −1.80 −.60 .60 1.80 6 .73 −2.30 −1.10 .10 1.30

12 1.00 −.78 .42 1.62 2.82 15 1.00 −2.07 −.87 .33 1.53
13 1.00 −1.28 −.08 1.12 2.32 16 1.00 −2.57 −1.37 −.17 1.03

Condition 6
5 1.23 −1.80 −.60 .60 1.80
6 .73 −1.80 −.60 .60 1.80

15 .50 −2.32 −1.12 .08 1.28
16 1.00 −2.32 −1.12 .08 1.28
25 1.00 −.78 .42 1.62 2.82
26 1.00 −1.78 −.58 .62 1.82
29 1.00 −.32 .88 2.08 3.28
30 1.00 −.82 .38 1.58 2.78

Detection of DIF

Two indicators were calculated to determine the accuracy ofDIF detection, true positive (TP) and
false positive (FP). A TP was an embeddedDIF item with aDIF index value that exceeded the cutoff
value. AnFP was a non-DIF item with aDIF index value that exceeded the criterion established
for DIF. TP rates were determined by tallying the total number of detected embeddedDIF items
across the five replications and dividing by the total number of embeddedDIF items across the five
replications. FP rates were determined from the total number of erroneously identified non-DIF

items across the five replications, divided by the total number of non-DIF items across the five
replications.

For comparison, a significance test was done using the true item parameters. These analyses
bypassed thePARSCALEestimation and linking procedures and are referred to asTrueconditions.
True conditions consisted of one analysis per condition, as opposed to the Estimated conditions
that consisted of five replications per condition.
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Figure 2
Simulation Design
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Table 3
Difference Between Focal and Reference Group Item Parameters

(Focal Group Minus Reference Group) for True CDIF
and NCDIF Values for a 20-Item Test and a 40-Item Test

20-Item Test 40-Item Test
Difference True True Difference True True

Item a b CDIF NCDIF Item a b CDIF NCDIF

Unidirectional Conditions
Condition 1

3 — +1.0 .48 .48 5 — +1.0 .92 .48
10 — +1.0 .87 .43

Condition 2
3 — +.5 .39 .12 5 — +1.0 1.49 .48
8 — +1.0 .84 .58 10 — +.5 .73 .12

15 — +1.0 1.64 .57
20 — +.5 .82 .14

Condition 3
3 — +1.0 1.00 .48 5 — +1.0 1.97 .48
8 −.5 +.5 .59 .17 10 — +.5 .97 .12

13 — +.5 .53 .13 15 −.5 +.5 1.17 .17
18 −.5 — .02 0.00 20 −.5 — .11 .03

25 — +.5 2.04 .50
30 — +.5 .99 .12
35 −.5 +.5 1.08 .14
40 −.5 — .02 0.00

Balanced-Bidirectional Conditions
Condition 4

3 — +.5 0.00 .12 5 — +1.0 0.00 .49
4 — −.5 0.00 .12 6 — −1.0 0.00 .49

Condition 5
3 +.5 — 0.00 .01 5 — +1.0 0.00 .49
4 −.5 — 0.00 .01 6 — −1.0 0.00 .49

12 — +.5 0.00 .13 15 — +.5 0.00 .14
13 — −.5 0.00 .13 16 — −.5 0.00 .14
Condition 6

5 +.5 — 0.00 .01
6 −.5 — 0.00 .01

15 −.5 — 0.00 .03
16 +.5 — 0.00 .03
25 — +1.0 0.00 .56
26 — −1.0 0.00 .56
29 — +.5 0.00 .12
30 — −.5 0.00 .12

Results

CDIF

BecauseCDIFs sum toDTF, when a givenDTF was found statistically significant (atp < .01),
items with large and positiveCDIF indices were removed one at a time until theDTF index based
on the remaining items was statistically nonsignificant. Items that were removed were classified
as having significantCDIF. The Balanced-Bidirectional tests should not have any items identified
as DIF because ofCDIF cancellation. Therefore,TPs were relevant only in the 20- and 40-item
Unidirectional conditions (Conditions 1, 2, and 3; see Figure 2). Tables 4 and 5 show the aggregated
results at both the condition level and the item level, respectively, forCDIF analyses.
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CDIF True conditions. For the 20-item conditions, all items with significantCDIF were iden-
tified, except in Condition 3. In Condition 3, .75 of the trueCDIF items were detected (Table 4).
Item level results (Table 5) indicated that Item 18, an item with a very small amount ofDIF, was
not detected. NoFPs were detected in any of the conditions.

Table 4
True Positive (TP) and False Positive (FP) Rates for CDIF by Condition

No. of Equivalent Nonequivalent
Test and DIF True CDIF Est. CDIF True CDIF Est. CDIF
Condition Items TP FP TP FP TP FP TP FP

20-Item Test
Null Condition 0 — 0.00 — 0.00 — 0.00 — 0.00
Unidirectional

Condition 1 1 1.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00
Condition 2 2 1.00 0.00 .90 .03 1.00 0.00 .90 .03
Condition 3 4 .75 0.00 .65 .18 .75 0.00 .65 .03

Balanced-Bidirectional
Condition 4 2 — 0.00 — 0.00 — 0.00 — .01
Condition 5 4 — 0.00 — .02 — 0.00 — .01

40-Item Test
Null Condition 0 — 0.00 — 0.00 — 0.00 — 0.00
Unidirectional

Condition 1 2 1.00 0.00 1.00 .01 1.00 0.00 1.00 .02
Condition 2 4 1.00 0.00 .80 .01 1.00 0.00 .50 .02
Condition 3 8 .75 0.00 .68 .01 .75 0.00 .68 .01

Balanced-Bidirectional
Condition 4 2 — 0.00 — .01 — 0.00 — .01
Condition 5 4 — 0.00 — 0.00 — 0.00 — .01
Condition 6 8 — 0.00 — .03 — 0.00 — .03

Similar results were obtained in the 40-item conditions. Again, all significantCDIF items were
identified, except in Condition 3. Items with a small amount ofDIF were not detected (Items 20
and 40). NoFPs were observed.

CDIF Estimated conditions. In the Estimated 20-item/Equivalent conditions, there was a de-
crease for theTPs in Conditions 2 and 3 as compared to the True conditions. In Condition 2, the
TP rate decreased from 1.00 to .90. In Condition 3, theTP rate dropped from .75 to .65 (Table 4).
Additionally, theFP rates increased in Conditions 2 and 3. In Condition 2, theFP rate increased
slightly from 0.0 to .03. In Condition 3, theFPrate had a much larger increase from 0.0 to .18. This
was due to two repetitions within this condition that identified four and six non-DIF items. The
remaining three repetitions identified zero or oneFP items.

For the 20-item/Nonequivalent conditions, the results were identical to the 20-item/Equivalent
conditions, except for theFPrate in Condition 3. A lowerFPrate (.03) was detected in the Nonequiv-
alent condition, compared to the Equivalent condition (.18).

A similar trend was observed in the 40-item conditions. In the 40-item/Equivalent conditions,
theTP rates decreased in both Conditions 2 and 3. TheTP rate decreased from 1.00 to .80 and from
.75 to .68 for Conditions 2 and 3, respectively. The item-level analyses (Table 5) revealed that
items with a small amount ofDIF were not detected. TheFP rates increased slightly in almost all
conditions (ranging from 0.0 to .03).

The 40-item/Nonequivalent conditions had similar results to the 40-item/Equivalent conditions,
except for two instances. In Condition 2, theTP rate decreased from .80 to .50. Because of the
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Table 5
True Positive Rates for CDIF at the Item Level

Test Equivalent Nonequivalent
Condition, True True Est. True Est.
and Item CDIF Value CDIF CDIF CDIF CDIF

20-Item Test
Unidirectional Conditions

Condition 1
3 .48 1.0 1.0 1.0 1.0

Condition 2
3 .39 1.0 .8 1.0 .8
8 .84 1.0 1.0 1.0 1.0

Condition 3
3 1.00 1.0 .8 1.0 1.0
8 .59 1.0 .8 1.0 .6

13 .53 1.0 .8 1.0 1.0
18 .02 0.0 .2 0.0 0.0

40-Item Test
Unidirectional Conditions

Condition 1
5 .92 1.0 1.0 1.0 1.0

10 .87 1.0 1.0 1.0 1.0
Condition 2

5 1.49 1.0 .8 1.0 .4
10 .73 1.0 .6 1.0 .4
15 1.64 1.0 1.0 1.0 .8
20 .82 1.0 .8 1.0 .4

Condition 3
5 1.97 1.0 1.0 1.0 1.0

10 .97 1.0 1.0 1.0 1.0
15 1.17 1.0 .8 1.0 .2
20 .11 0.0 0.0 0.0 0.0
25 2.04 1.0 1.0 1.0 1.0
30 .99 1.0 .8 1.0 1.0
35 1.08 1.0 1.0 1.0 1.0
40 .02 0.0 0.0 0.0 0.0

substantial decrease in detection rate, an additional five repetitions were simulated. The results of
the additional repetitions were similar to the finding in the 40-item/Equivalent condition. For the
additional repetitions in this condition, theTP rate was .80 and theFPrate was .03.

NCDIF

NCDIF True conditions. Tables 6 and 7 contain the results of theTPs andFPs for NCDIF. In
the True 20-item conditions, theTP rates were 1.0, except for Conditions 3 and 5, which had aTP

rate of .75 and .50, respectively. Analyses at the item level revealed that theDIF items not detected
were Item 18 (Condition 3) and Items 3 and 4 (Condition 5). These items had a small amount of
DIF. No FP items were detected.

For the True 40-item conditions, all conditions had perfectTP detection rates except Conditions
3 and 6. In Condition 3 theTP detection rate was .88 (Item 40 not detected); in Condition 6, theTP

rate was .75 (Items 5 and 6 not detected). Again, these items had the smallest amount ofDIF. No
FPs were detected.
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Table 6
The True Positive (TP) and False Positive (FP) Rates for NCDIF by Condition

Equivalent Nonequivalent
No. of True Estimated True Estimated

Test and DIF NCDIF NCDIF NCDIF NCDIF
Condition Items TP FP TP FP TP FP TP FP

20-Item Test
Null Condition 0 — 0.00 — 0.00 — 0.00 — 0.00
Unidirectional

Condition 1 1 1.00 0.00 1.00 .01 1.00 0.00 1.00 .01
Condition 2 2 1.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00
Condition 3 4 .75 0.00 .75 0.00 .75 0.00 .80 0.00

Balanced-Bidirectional
Condition 4 2 1.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00
Condition 5 4 .50 0.00 .50 0.00 .50 0.00 .55 0.00

40-Item Test
Null Condition 0 — 0.00 — 0.00 — 0.00 — 0.00
Unidirectional

Condition 1 2 1.00 0.00 1.00 0.00 1.00 0.00 1.00 .01
Condition 2 4 1.00 0.00 1.00 0.00 1.00 0.00 1.00 .01
Condition 3 8 .88 0.00 .88 .01 .88 0.00 .88 0.00

Balanced-Bidirectional
Condition 4 2 1.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00
Condition 5 4 1.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00
Condition 6 8 .75 0.00 .70 .01 .75 0.00 .80 0.00

NCDIF Estimated conditions.The results of the Estimated conditions were similar to the
True conditions. In the 20-item/Equivalent conditions, the results were identical to the True con-
ditions except in Condition 1 in which theFP rate slightly increased from 0.0 to .01. In the
20-item/Nonequivalent case, Conditions 3 and 5 showed a slight increase in theTP rates, from .75
to .80 and from .50 to .55, respectively.

In the 40-item/Equivalent condition, the Estimated conditions were similar to the True condi-
tions. There was a slight decrease inTP detection rate in Condition 6, from .75 to .70. There was
also a slight increase inFPrates in Conditions 3 and 6, from 0.0 to .01.

For the 40-item/Nonequivalent case, the results were identical to the True condition except in
Condition 6, in which theTP detection rate increased from .75 to .80. Additionally, theFPrates in
Conditions 1 and 2 increased slightly, from 0.0 to .01 for both conditions.

Conclusions

TheDFIT framework was effective in identifyingDTF andDIF in polytomously scored data for
the conditions simulated. Test length (20 and 40 items), focal group distribution (equivalent and
nonequivalent), number ofDIF items (0%, 5%, 10%, and 20%), and direction ofDIF (unidirectional
and balanced-bidirectional) had little effect on the true positive and false positive detection rates
across all conditions. As expected, items with large amounts ofDIF were detected, and items with
small amounts ofDIF were not detected.

Overall,CDIF was not as stable asNCDIF. This finding is similar to the findings for the unidi-
mensional case (Fleer, 1993) and the multidimensional-dichotomous cases (Oshima et al., 1997).
In the present study,CDIF had two conditions that varied from what was expected. For the 20-
item/Equivalent condition,CDIF erroneously identified 18% of the non-DIF items asDIF. For the
40-item/Nonequivalent condition,CDIF identified only 50% of theDIF items. When additional
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Table 7
True Positive NCDIF Rates at the Item Level

Test Equivalent Nonequivalent
Condition, True True Est. True Est.
and Item NCDIF Value NCDIF NCDIF NCDIF NCDIF

20-Item Test
Unidirectional Conditions

Condition 1
3 .48 1.0 1.0 1.0 1.0

Condition 2
3 .12 1.0 1.0 1.0 1.0
8 .58 1.0 1.0 1.0 1.0

Condition 3
3 .48 1.0 1.0 1.0 1.0
8 .17 1.0 1.0 1.0 1.0

13 .13 1.0 1.0 1.0 1.0
18 0.00 0.0 0.0 0.0 .2

Balanced-Bidirectional Conditions
Condition 4

3 .12 1.0 1.0 1.0 1.0
4 .12 1.0 1.0 1.0 1.0

Condition 5
3 .01 0.0 0.0 0.0 0.0
4 .01 0.0 0.0 0.0 0.0

12 .13 1.0 1.0 1.0 1.0
13 .13 1.0 1.0 1.0 1.0

40-Item Test
Unidirectional Conditions

Condition 1
5 .48 1.0 1.0 1.0 1.0

10 .43 1.0 1.0 1.0 1.0
Condition 2

5 .48 1.0 1.0 1.0 1.0
10 .12 1.0 1.0 1.0 1.0
15 .57 1.0 1.0 1.0 1.0
20 .14 1.0 1.0 1.0 1.0

Condition 3
5 .48 1.0 1.0 1.0 1.0

10 .12 1.0 1.0 1.0 1.0
15 .17 1.0 1.0 1.0 1.0
20 .03 1.0 1.0 1.0 1.0
25 .50 1.0 1.0 1.0 1.0

continued on next page

simulations were performed, the results were consistent with theoretical expectations. A possible
explanation for the occasional erratic detection rate is that the estimation and linking errors asso-
ciated with the Estimated conditions accumulated across the entire test. The calculation ofDTF

involves summing theCDIF values across the entire test, which includes all the errors related to
each item. For example, a linking error would magnify the error in the same direction throughout
the test. If the linking additive component was overestimated by .2, then .2 would be added to each
item. NCDIF, which had stable results across all conditions, is calculated from information related
to only one item; consequently, this led to more stable results.
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Table 7, continued
True Positive NCDIF Rates at the Item Level

Test Equivalent Nonequivalent
Condition, True True Est. True Est.
and Item NCDIF Value NCDIF NCDIF NCDIF NCDIF

Balanced-Bidirectional Conditions
Condition 4

5 .49 1.0 1.0 1.0 1.0
6 .49 1.0 1.0 1.0 1.0

Condition 5
5 .49 1.0 1.0 1.0 1.0
6 .49 1.0 1.0 1.0 1.0

15 .14 1.0 1.0 1.0 1.0
16 .14 1.0 1.0 1.0 1.0

Condition 6
5 .01 0.0 0.0 0.0 .2
6 .01 0.0 0.0 0.0 .2

15 .03 1.0 1.0 1.0 1.0
16 .03 1.0 1.0 1.0 1.0
25 .56 1.0 1.0 1.0 1.0
26 .56 1.0 1.0 1.0 1.0
29 .12 1.0 1.0 1.0 1.0
30 .12 1.0 1.0 1.0 1.0

Limitations

Although this study supports the validity of the polytomous-DFIT framework, the results are
specific to the conditions simulated. In this study, the method in whichDIF was embedded (i.e.,
placing differences in each category) might be unrealistic and might provide optimal conditions
for detectingDIF. This high detection rate created a ceiling effect that limited the investigation of
the influence of factors that were manipulated in this study.θ group distribution and values of the
a andb parameters should have an influence in the detection ofDIF/DTF. The efficacy of theDFIT

framework should be examined in more conditions with otherIRT models.

Future Research

The findings of this study encourage future research areas forDFIT. First, critical (cutoff) values
for CDIF andNCDIF should be investigated. In this study, the critical value was established by using
an empirical method that was optimal for the detection ofDIF/DTF specific to this study. A Type I
and Type II error simulation study should be performed. ForDFIT to be of practical use, critical
values at variousα levels with differentIRT models should be established.

The reason for the occasional instability ofCDIF needs to be determined.CDIF offers a unique
method for assessing the overall effect of removing or adding an item to a test. Finally, many condi-
tions need to be experimentally manipulated. Sample size, amount ofDIF, length of test, distribution
of focal group, and many other conditions need to be systematically investigated. Additionally, the
DFIT framework should be applied to tests with mixed item formats (i.e., dichotomous and poly-
tomous items). These systematic investigations would help establish guidelines and limitations of
theDFIT procedure.
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