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It is often the case in performing a differential item functioning (DIF) analysis that
comparisons are made between a single reference group and multiple focal groups.
Conducting a separate test of DIF for each focal group has several undesirable quali-
ties: (a) the Type I error rate will exceed the intended nominal level if the level of sig-
nificance for each individual test is not appropriately adjusted, (b) the power may not
be as high as a single test that assesses DIF among all groups simultaneously, and (c)
substantial time and computing resources are required. These drawbacks are poten-
tially avoided by using a procedure that has the capacity to assess DIF across all
groups simultaneously. In this study I compare the performance of three methods of
assessing DIF across multiple demographic groups; the Mantel–Haenszel chi-square
statistic with no adjustment to the alpha level, the Mantel–Haenszel chi-square statis-
tic with a Bonferroni adjusted alpha level, and the Generalized Mantel–Haenszel sta-
tistic (GMH) that offers a single test of significance across all groups. Simulations
were conducted in which there was a single reference group and 1, 2, 3, and 4 focal
groups, having from 1 to all of the focal groups in a given condition experiencing
DIF. Additional conditions that were varied included group size, focal group ability
distribution, and magnitude of matching criterion contamination. The results suggest
that GMH is in general the most appropriate procedure because its Type I error rate
remained at the nominal level of 0.05, and its power was consistently among the
highest.

Concern for equality in testing during the 1960s and 1970s led to a surge in the de-
velopment of statistical methodology for item bias detection (Camilli & Shepard,
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1994; Cole, 1993). Incipient statistical investigations into item bias were predi-
cated on the identification of items that displayed unusually large differences in the
mean performance between demographic groups relative to that observed for the
other items on the test (Angoff, 1972; Cleary & Hilton, 1968). Although these
methods enabled the identification of items that were differentially difficult for one
group of examinees, they lacked a rigorous method for determining whether differ-
ences in group performance on an item were caused by some form of unfairness in
the item, or simply differing levels of proficiency in the groups being compared.
Modern investigations into item bias control for the confounding effects of differ-
ing levels of group proficiency by using the framework of differential item func-
tioning (DIF), which is defined as existing when examinees from different demo-
graphic groups perform differently on an item after conditioning on the ability
intended to be measured by the test (Dorans & Holland, 1993). The presence of
DIF may indicate the existence of a systematic invalidity of the item, placing one
group at a disadvantage.

Over the past 2 decades, numerous DIF detection procedures have been de-
veloped for both dichotomous and polytomous items (see Camilli & Shepard,
1994; Clauser & Mazor, 1998; Millsap & Everson, 1993; Penfield & Lam, 2000;
Potenza & Dorans, 1995). All of these approaches were developed exclusively
for the two-group case in which comparisons are made between a base (refer-
ence) group and a second (focal) group. It is frequently desirable, however, to
assess item bias for several focal groups. Numerous focal groups have been
identified as important candidates for DIF investigation: Asian Americans,
Blacks, Hispanics, Native Americans, women, and examinees with disabilities
(Zieky, 1993). Linn (1993) suggested a further refinement of focal group catego-
ries to distinguish among Puerto Ricans, Mexican Americans, Cubans, and other
Hispanic groups. The practical need for considering multiple focal groups is
highlighted by the presence of numerous studies in the literature examining DIF
among multiple ethnic groups (Schmitt, 1988; Schmitt & Dorans, 1990; Zwick
& Ercikan, 1989) and multiple languages of administration (Angoff & Sharon,
1974; Ellis & Kimmel, 1992).

Given the prevalence of multiple-group DIF assessments, investigations into
item bias would benefit from the availability of statistical procedures that test for
DIF simultaneously across multiple groups. Such procedures have three possible
advantages over the traditional two-group methods: (a) the power of detecting DIF
across multiple groups simultaneously may be greater than that observed in indi-
vidual pairwise tests, (b) the inflated Type I error rate expected when DIF is tested
between multiple pairs of groups is avoided with a single procedure that tests for
DIF across all groups simultaneously, and (c) a single test of DIF across all groups
provides a more efficient method of assessing DIF than testing each group individ-
ually.
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AVAILABLE PROCEDURES FOR TESTING
MULTIPLE-GROUP DIF

Little research has been devoted to the development methods that can be used to
simultaneously assess DIF across multiple groups. Kim, Cohen, and Park (1995)
presented a method of assessing DIF across multiple groups that is based on
Lord’s (1977, 1980) chi-square method for comparing vectors of item response
theory (IRT) item parameters between two groups. The statistic developed by
Kim et al. (1995), called the Qj statistic, compares the vectors of item parameters
for three or more groups. If, for a given item, the vectors of its parameters differ
significantly between groups, then the item characteristic functions will differ
across groups, and the item has been shown to function differentially for the
groups tested.

The Qj statistic has several advantages over two-group methods: it permits a
single test of significance that may be more powerful than individual tests for each
pair of groups compared, and it avoids the increase in Type I error associated with
an individual test for each focal group. However, effective application of the Qj sta-
tistic to applied DIF analyses is limited by several factors. First, because it has been
shown that sample sizes of approximately 500 are required for stable item parame-
ter estimation for the two-parameter logistic regression IRT model (Hulin, Lissak,
& Drasgow, 1982), adequate performance of the Qj statistic is likely dependent on
having moderate to large group sizes. This poses a problem for the Qj statistic be-
cause minority groups often have relatively small sample sizes. Second, IRT pa-
rameter estimation procedures are computationally demanding, making it difficult
to compute the Qj statistic for the large number of items commonly obtained dur-
ing pilot, field, and operational testing. Third, the Qj statistic does not consider the
density of examinees in the sample along the ability continuum, and thus may sig-
nal DIF in regions of the ability scale with sparse data. This constraint is known to
adversely affect the performance of Lord’s chi-square method (Camilli & Shepard,
1994), and likely has a similar implication for the performance of the Qj statistic.
These limitations suggest the need for an alternative DIF detection procedure that
simultaneously assesses DIF across multiple focal groups.

THREE MANTEL–HAENSZEL PROCEDURES

One of the most popular procedures for assessing DIF in dichotomous items is the
Mantel–Haenszel (MH) procedure, first developed for use in epidemiological re-
search (Mantel & Haenszel, 1959), and later applied to the detection of DIF by
Holland and Thayer (1988). Applying the MH procedure to DIF detection begins
by grouping examinees according to an estimate of ability (generally the total test
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score), and then forming a two-by-two contingency table crossing group member-
ship (reference and focal) and item performance (correct and incorrect) for each
level of ability. Let us denote a particular level of ability by k, where k = 1, 2, …, m.
Then, the MH chi-square statistic can be used to assess the association between
group membership and item performance across all m levels of the estimated abil-
ity using

where Ak equals the number of correct reference group responses at ability level k,

and

where nRk and nFk represent the total number of reference and focal group members
at ability level k, n1k and n0k represent the number of correct and incorrect re-
sponses at ability level k, and Tk equals the total number of examinees at ability
level k. The MH chi-square is distributed approximately as a chi-square variate
with one degree of freedom (Mantel & Haenszel, 1959).

Assessing DIF across multiple groups using the MH chi-square reduces to per-
forming individual tests for each pair of groups to be compared, leading to the
problem of an increased probability of committing a Type I error. Suppose that in
the course of an analysis we wish to conduct several tests for DIF, each having an
associated probability of a Type I error, αi. Because the probability of committing
a Type I error over repeated significance tests is larger than the probability on any
one significance test, the probability of a Type I error over all tests exceeds the in-
tended nominal alpha level. Using the terminology of Keppel (1991), the probabil-
ity of committing a Type I error for a given comparison is referred to here as the er-
ror rate per comparison (αi), and is distinguished from the probability of at least
one Type I error across all tests of significance, referred to here as the familywise
error rate (αFW).

Two possible alternatives to the MH chi-square procedure to assess DIF across
multiple groups are proposed here. The first solution is to adjust the per compari-
son alpha level (αi) according to the Bonferroni inequality, which states that the
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probability of making a Type I error anywhere in one of the k tests of significance
is less than or equal to the sum of the Type I error rates of each test (Mendenhall,
Scheaffer, & Wackerly, 1986). That is,

where, in the context of DIF detection across multiple focal groups, i refers to the
test of DIF of the ith group of a total of j focal groups. If it is assumed that the prob-
ability of Type I error is equal for each of the j tests of significance, the familywise
error rate expressed in Equation 4 can be approximated by

Using Equation 5, it is possible to determine the value of αi required for each test to
obtain a given value of αFW. The adjusted alpha level for each test can be computed
by

where αFW would be set equal to the intended nominal Type I error rate across
all comparisons. Using the adjusted alpha level shown in Equation 6, the MH
chi-square statistic can be performed for all j focal groups in relation to a single
reference group, and the familywise error rate is guaranteed not to exceed the in-
tended nominal Type I error rate per comparison when certain assumptions hold,
such as equal reference and focal group ability distributions. To distinguish the
MH procedure conducted with and without an adjusted value of αi, the MH test
performed with the Bonferroni-adjusted alpha level is denoted by BMH,
whereas the MH test performed without the adjustment is denoted simply by
MH.

Although the use of a Bonferroni-adjusted alpha level solves the problem of a
spiraling Type I error rate, it still requires multiple tests of DIF. However, a natural
extension of MH, the Generalized Mantel–Haenszel (GMH; Somes, 1986), can be
used to test for DIF across all groups simultaneously. The GMH is considered to be
a multivariate generalization of the MH chi-square statistic presented in Equation
1 (see Somes, 1986). Consider the data shown in Table 1 of correct and incorrect
responses to a dichotomous item for J demographic groups.

The GMH test statistic is given by
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where, using the notation of Table 1

where diag(nk) is a (J–1)-by-(J–1) diagonal matrix with elements nk. Note that Ak

and E(Ak) are vectors of length J–1, corresponding to any J–1 of the J demo-
graphic groups. The GMH statistic is distributed as a chi-square variable with J–1
degrees of freedom under the null hypothesis of no DIF. Note that the GMH proce-
dure has already been described as a method of DIF detection by Zwick,
Donoghue, and Grima (1993), whereby it was used to assess DIF between two de-
mographic groups for polytomous items containing J possible nominal response
categories. This previous application of the GMH procedure is analogous to that
described here, with one exception: in the use made by Zwick et al. (1993), the
group variable is dichotomous and the response variable is polytomous, whereas in
the application presented here the group variable is polytomous and the response
variable is dichotomous.

In this study I compare the performance of MH, BMH, and GMH under condi-
tions in which several factors were varied, including the total number of focal
groups, the number of focal groups experiencing DIF, the number of members in
each group, the equality of the ability distributions of the reference and focal
groups, and magnitude of matching criterion contamination. The power and Type I
error rate of the three procedures are assessed using a simulation study.
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TABLE 1
Data for the kth Level of the Ability Estimate for J Groups

Group

Item Score A B J Total

Correct (1) n1Ak n1Bk — n1Jk n1.k

Incorrect (0) n0Ak n0Bk — n0Jk n0.k

Total n.Ak n.Bk — n.Jk n..k



METHOD

The simulations presented later were based on an artificial test of 60 dichotomous
items. The parameters of the artificial items were determined according to a
three-parameter logistic regression model (3PL). For each item, the difficulty pa-
rameter (b) was drawn from a normal distribution with a mean of zero and a stan-
dard deviation of one, and the item discrimination parameter (a) was sampled from
a log-normal distribution where a is taken as the exponent of z, and z is a normal
deviate with a mean of zero and a standard deviation of 0.1225. These parameter
distributions are the same as those used in previous research (see Donoghue & Al-
len, 1993), and represent realistic distributions of item parameters. All items were
assigned a c-parameter value of 0.2.

Generation of the simulated test data was conducted by drawing a standard nor-
mal variate (θ), computing the probability of success (P) on each item for each
value of θ using the item’s 3PL, drawing a uniform deviate (U) from the uniform
distribution defined on (0, 1), and setting the item response equal to 0 if U > P and 1
for U ≤ P. DIF was introduced into one item on the artificial test by increasing the
b-parameter by a constant 0.4 for the focal group only, making the item more diffi-
cult for the focal group relative to the reference group. The six factors examined in
this study were (a) the number of groups being compared, (b) the number of focal
groups experiencing DIF, (c) the number of members in each group, (d) equality of
the means of the reference and focal group ability distributions, (e) the magnitude
of DIF introduced into the studied item, and (f) the magnitude of matching crite-
rion contamination. A discussion of these factors follows.

Factor 1

Four levels of the number of focal groups were considered: 1, 2, 3, and 4. Because
there was always one common reference group to which each focal group was
compared, the total number of groups was correspondingly 2, 3, 4, and 5. These
four levels reflect a realistic range of the numbers of groups compared in practical
DIF detection analyses. Note that in the case of only one focal group, MH and
BMH are equivalent, and GMH is nearly identical to MH, the only difference be-
ing the correction for continuity of –½ expressed in the numerator of Equation 1.

Factor 2

Four levels of the number of focal groups experiencing DIF were considered. In
the first level, only one of the focal groups contained DIF. For example, when there
were a total of two focal groups, there was one focal group for which DIF was in-
troduced into the scores, and one focal group for which DIF was not introduced
into the scores. In the second, third, and fourth levels, there were two, three, and
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four of the focal groups experiencing DIF. Note that the number of focal groups
containing DIF was limited by the number of focal groups in the condition. That is,
for the conditions having only two focal groups, the only possible levels of the
number of focal groups containing DIF were 1 and 2. In contrast, for the conditions
having four focal groups, their were four possible levels of the number of focal
groups experiencing DIF.

Factor 3

Six levels of group size were considered. The first three levels assigned an equal
number of members to each of the groups: 250, 500, and 1,000. The final three lev-
els of group size were introduced to determine whether the detection of DIF in one
focal group having a small number of members could be masked by the presence
of other larger focal groups that do not display DIF. Thus, in the fourth level all fo-
cal groups experiencing DIF contained 250 members, whereas all other groups
(the reference group and each focal group not experiencing DIF) contained 500
members. In the fifth level, all focal groups experiencing DIF contained 250 mem-
bers, whereas all other groups contained 1,000. In the final level, all focal groups
experiencing DIF contained 500 members, whereas all other groups contained
1,000 members.

Factor 4

Consideration was given to two levels of the mean of the focal and reference group
ability distributions. The first level was a zero difference between the means of the
reference and focal group ability distributions (µR = µF = 0.0). Because the refer-
ence group ability distribution was set to N(0, 1), the focal group ability distribu-
tion was also N(0, 1). The second level placed the mean of each focal group ability
distribution one standard deviation below that of the reference group (µR = 0.0, µF

= –1.0). Thus, in the second level, the focal group ability distribution was set to
N(–1, 1).

Factor 5

Two levels of the magnitude of DIF were considered: bR–bF = 0.0, and bR–bF = 0.4.
The level bR–bF = 0.0 was used to assess the Type I error rate of the three proce-
dures, and the level bR–bF = 0.4 was used to compare the power of the three proce-
dures. The value of bR– bF = 0.4 was selected to represent a magnitude of DIF com-
monly found in applied testing situations, and is consistent with magnitudes used
in previous DIF simulation research (Clauser, Mazor, & Hambleton, 1993;
Donoghue & Allen, 1993; Donoghue, Holland, & Thayer, 1993). Although other
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levels of introduced DIF could have been considered (e.g., bR–bF = 0.6), it is as-
sumed that results from such conditions would offer little or no unique information
concerning the relative performance of the three procedures. As a consequence,
only the one level of bR–bF = 0.4 was used to compare the power of the three proce-
dures.

Factor 6

Three levels of matching criterion contamination were considered in which 2, 5,
and 10 items, other than the studied item, functioned differentially for certain focal
groups. The groups experiencing contamination were either (a) all focal groups ex-
periencing DIF on the studied item or (b) all focal groups not experiencing DIF on
the studied item. DIF was introduced into all contaminating items by increasing
the difficulty parameter for the focal groups experiencing contamination by 0.4
relative to the reference group (the same magnitude as the DIF introduced into the
studied item). These magnitudes of contamination are consistent with those used
in previous research investigating the effects of matching criterion contamination
on MH (Clauser et al., 1993; Donoghue et al., 1993; Penfield, 2000).

For each condition, 1,000 trials were run. The performance of MH, BMH, and
GMH were compared at each condition by recording the probability of detecting a
statistically significant level of DIF for any one or more of the focal groups. For
MH and GMH, the alpha level was set to 0.05 for all tests. The per comparison al-
pha level (αi) used for BMH varied depending on the number of focal groups in the
condition. Under the conditions of two, three, and four focal groups, the signifi-
cance level for BMH was set to 0.05/2 = 0.025, 0.05/3 = 0.0167, and 0.05/4 =
0.0125, respectively.

RESULTS

The discussion of the results is organized into six sections investigating the follow-
ing topics: (a) Type I error rate, (b) number of focal groups experiencing DIF, (c)
overall group size, (d) unequal group sizes, (e) equality of reference and focal
group ability distributions, and (f) matching criterion contamination. Unless other-
wise stated, all results refer to the conditions in which there is no matching crite-
rion contamination.

Type I Error Rate

Table 2 displays the Type I error rates for MH, BMH, and GMH across varying lev-
els of group size, and total number of focal groups. Note that although GMH con-
ducts a single test of significance for DIF among all groups, MH and BMH con-
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duct an individual test of significance for each focal group. Thus, for MH and
BMH, familywise Type I error rate is the probability of obtaining a significant re-
sult for any one of the focal groups involved in the analysis. In addition, note that
for the case of one focal group, no results are reported for BMH and GMH. In this
case, BMH is exactly equivalent to MH, and GMH is essentially equivalent to MH,
with the exception of the –½ continuity correction in the numerator of MH (see
Equation 1). Results have been reported for only those conditions in which all
groups have the same number of members. Although other conditions were run in
which the focal groups experiencing DIF had fewer members than the other
groups, it was not expected that the Type I error rate would be affected by unequal
focal groups sizes, and thus such results would offer no information concerning
Type I error rate over that offered by the conditions in which all groups had equal
sizes.

Consider first the Type I error rates when the ability distributions were equal for
the reference and focal groups, displayed in the left-hand side of Table 2. The
familywise Type I error rate for BMH was consistently at or below 0.05 across all
conditions. Similarly, the Type I error rate of GMH was consistently at the nominal
level of 0.05. In contrast to BMH and GMH, the familywise Type I error rate of
MH consistently exceeded the nominal per-comparison level of 0.05 when there
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TABLE 2
Type I Error Rate for MH, BMH, and GMH

N(0, 1) Focal Group N(–1, 1) Focal Group

MH BMH GMH MH BMH GMH

One focal group
N = 250 .03 — — .05 — —
N = 500 .04 — — .04 — —
N = 1,000 .05 — — .06 — —

Two focal groups
N = 250 .08 .04 .05 .07 .03 .05
N = 500 .06 .03 .05 .09 .05 .06
N = 1,000 .08 .05 .05 .10 .06 .06

Three focal groups
N = 250 .10 .03 .05 .11 .04 .06
N = 500 .11 .03 .04 .12 .04 .06
N = 1,000 .12 .05 .06 .15 .06 .06

Four focal groups
N = 250 .13 .03 .06 .13 .04 .06
N = 500 .11 .03 .04 .14 .04 .06
N = 1,000 .16 .04 .06 .18 .05 .06

Note. MH = Mantel–Haenszel procedure; BMH = MH procedure with a Bonferroni adjusted al-
pha level; GMH = generalized MH procedure.



were two or more focal groups. The extent to which MH displayed an inflated Type
I error rate increased with the total number of focal groups tested and the size of the
groups, reaching 0.16 in the condition of four focal groups, each having 1,000
members.

The right-hand side of Table 2 displays the Type I error rates under the condi-
tions in which the mean of each focal group ability distribution was set to one stan-
dard deviation below that of the reference group. In this case, both BMH and GMH
displayed only a slight inflation in Type I error rate to 0.06, primarily when group
sizes were large. Paralleling the results obtained when the ability distributions
were equal for reference and focal groups, the Type I error rate of MH far exceeded
the nominal per-comparison level, reaching 0.18 under the condition of four focal
groups of 1000 members each. Note that the slight increase in Type I error rate ob-
served across all three procedures when the mean of the reference and focal group
ability distributions differ is consistent with the results of previous theoretical
(Holland & Thayer, 1988; Zwick, 1990) and empirical (Clauser et al., 1993; Pen-
field, 1999, 2000) research of the MH procedure in the two-group case.

The grossly inflated Type I error rates of MH are not surprising, given the num-
ber of comparisons made and the differences in the reference and focal group abil-
ity distributions. Similarly, the subnominal Type I error rates of BMH were ex-
pected given that the nominal per-comparison alpha level is the upper bound to the
Bonferroni adjusted alpha level when reference and focal group ability distribu-
tions are equal. What is of interest here is that the Type I error rate of GMH re-
mained close to the nominal level of 0.05, even when there were differences in the
group ability distributions, suggesting that the use of GMH adequately controlled
the inflated Type I error rates experienced by two-group DIF detection methods
such as MH.

Number of Groups Experiencing DIF

The results of the power of MH, BMH, and GMH are displayed in Tables 3 and 4
for the conditions in which the focal group ability distribution was set to N(0, 1)
and N(–1, 1), respectively. Each row in Tables 3 and 4 corresponds to a particular
combination of the total number of focal groups (from one to four) and the number
of focal groups experiencing DIF (from one to all). Each column represents a dif-
ferent level of group size; the first three columns represent conditions in which all
groups had the same size (250, 500, and 1,000), and the last three columns repre-
sent conditions in which the focal groups experiencing DIF had fewer members
than the other groups (250 vs. 500, 250 vs. 1,000, and 500 vs. 1,000).

Tables 3 and 4 present the results of all conditions, and are included here to per-
mit the reader to explore the entire set of results. However, the large amount of in-
formation presented in Tables 3 and 4 precludes an efficient comparison of the per-
formance of the three methods. To facilitate an assessment of the most intriguing
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comparisons—GMH versus BMH, and GMH versus MH—two ratios were com-
puted for each condition: (a) the power of GMH divided by the power of BMH, and
(b) the power of GMH divided by the power of MH. Any value of these ratios ex-
ceeding unity indicates a relatively higher power of GMH, and any value of these
ratios smaller than unity indicates a relatively lower power of GMH. These ratios
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TABLE 3
Power When Focal Group Ability Distributions Are N(0, 1)

Group Sizes

250 500 1,000 500(250) 1,000(250) 1,000(500)

One focal group
No. DIF = 1 MH .44 .70 .90 .53 .65 .80

Two focal groups
No. DIF = 1 MH .44 .73 .90 .57 .65 .83

BMH .33 .64 .85 .46 .56 .77
GMH .49 .76 .90 .58 .63 .82

No. DIF = 2 MH .60 .82 .95 .72 .80 .89
BMH .49 .76 .92 .63 .74 .86
GMH .50 .76 .92 .67 .77 .87

Three focal groups
No. DIF = 1 MH .48 .74 .92 .61 .65 .83

BMH .33 .61 .86 .43 .50 .74
GMH .55 .77 .93 .58 .59 .81

No. DIF = 2 MH .60 .84 .94 .75 .87 .91
BMH .42 .72 .90 .60 .72 .83
GMH .61 .85 .94 .73 .82 .89

No. DIF = 3 MH .66 .88 .95 .81 .87 .91
BMH .50 .79 .92 .66 .77 .88
GMH .48 .77 .91 .69 .81 .88

Four focal groups
No. DIF = 1 MH .48 .74 .91 .60 .69 .82

BMH .25 .57 .83 .38 .50 .69
GMH .48 .76 .91 .51 .56 .79

No. DIF = 2 MH .59 .84 .95 .77 .80 .93
BMH .40 .72 .91 .57 .66 .82
GMH .64 .86 .95 .75 .79 .91

No. DIF = 3 MH .66 .88 .95 .82 .89 .93
BMH .47 .78 .90 .64 .74 .85
GMH .64 .88 .94 .79 .85 .91

No. DIF = 4 MH .72 .91 .96 .85 .90 .96
BMH .52 .80 .93 .68 .79 .91
GMH .47 .76 .91 .68 .82 .90

Note. Group sizes shown in parentheses indicate the size of the focal groups experiencing DIF.
DIF = differential item functioning; MH = Mantel–Haenszel procedure; BMH = MH procedure with a
Bonferroni adjusted alpha level; GMH = generalized MH procedure.



are displayed in Tables 5 and 6, and will be the basis of the discussion of the power
of the three procedures presented here.

Consider first the comparison of power between GMH and BMH shown in Ta-
ble 5. Examination of the power ratios indicates that the power of GMH relative to
that of BMH was dependent on the number of focal groups experiencing DIF.
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TABLE 4
Power When Focal Group Ability Distributions Are N(–1, 1)

Group Sizes

250 500 1,000 500(250) 1,000(250) 1,000(500)

One focal group
No. DIF = 1 MH .31 .53 .71 .40 .45 .61

Two focal groups
No. DIF = 1 MH .32 .56 .76 .43 .49 .69

BMH .23 .48 .71 .34 .39 .62
GMH .32 .57 .73 .41 .45 .66

No. DIF = 2 MH .43 .65 .82 .53 .61 .71
BMH .35 .59 .77 .44 .52 .65
GMH .38 .62 .81 .50 .58 .69

Three focal groups
No. DIF = 1 MH .38 .59 .76 .44 .48 .65

BMH .22 .44 .66 .30 .34 .52
GMH .33 .56 .71 .38 .39 .59

No. DIF = 2 MH .48 .70 .82 .57 .67 .73
BMH .32 .58 .75 .43 .53 .63
GMH .45 .68 .81 .54 .61 .70

No. DIF = 3 MH .51 .72 .82 .60 .67 .78
BMH .36 .60 .75 .46 .54 .69
GMH .38 .63 .79 .50 .62 .74

Four focal groups
No. DIF = 1 MH .40 .61 .79 .45 .53 .68

BMH .21 .44 .67 .27 .35 .53
GMH .34 .56 .72 .37 .40 .58

No. DIF = 2 MH .48 .69 .84 .60 .66 .74
BMH .28 .53 .75 .38 .48 .60
GMH .45 .66 .84 .52 .59 .70

No. DIF = 3 MH .51 .73 .84 .62 .68 .80
BMH .31 .59 .75 .44 .49 .67
GMH .45 .70 .82 .56 .62 .76

No. DIF = 4 MH .57 .75 .85 .67 .71 .80
BMH .37 .61 .76 .49 .58 .68
GMH .38 .64 .81 .57 .64 .74

Note. Group sizes shown in parentheses indicate the size of the focal groups experiencing DIF.
DIF = differential item functioning; MH = Mantel–Haenszel procedure; BMH = MH procedure with a
Bonferroni adjusted alpha level; GMH = generalized MH procedure.



When only one focal group experienced DIF (e.g., one of two focal groups, or one
of three focal groups) the power of GMH was consistently higher than that of
BMH, a result that was consistent for both levels of focal group ability distribution.
The extent to which the power of GMH exceeded that of BMH was dependent on
both the number of members in each group, and the total number of focal groups
involved. When group sizes were small, the power of GMH ranged between 1.39
and 1.92 times that of BMH. As groups sizes increased to 1,000, the power ratio
decreased to values just slightly greater than unity. A similar result was obtained
when a portion, but not all, of the focal groups experienced DIF (e.g., two of three
focal groups). However, this same trend was not observed when all focal groups
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TABLE 5
Ratio of Power of GMH Over Power of BMH

Group Sizes

250 500 1,000 500(250) 1,000(250) 1,000(500)

N(0, 1) focal group
Two focal groups

No. DIF = 1 1.48 1.19 1.06 1.26 1.13 1.06
No. DIF = 2 1.02 1.00 1.00 1.06 1.04 1.01

Three focal groups
No. DIF = 1 1.67 1.26 1.08 1.35 1.18 1.09
No. DIF = 2 1.45 1.18 1.04 1.22 1.14 1.07
No. DIF = 3 0.96 0.97 0.99 1.05 1.05 1.00

Four focal groups
No. DIF = 1 1.92 1.33 1.10 1.34 1.12 1.14
No. DIF = 2 1.60 1.19 1.04 1.32 1.20 1.11
No. DIF = 3 1.36 1.12 1.04 1.23 1.15 1.07
No. DIF = 4 0.90 0.95 0.98 1.00 1.04 0.99

N(–1, 1) focal group
Two focal groups

No. DIF = 1 1.39 1.19 1.03 1.21 1.15 1.13
No. DIF = 2 1.08 1.05 1.05 1.14 1.12 1.06

Three focal groups
No. DIF = 1 1.50 1.27 1.08 1.27 1.15 1.13
No. DIF = 2 1.41 1.17 1.08 1.26 1.15 1.11
No. DIF = 3 1.06 1.05 1.05 1.09 1.15 1.07

Four focal groups
No. DIF = 1 1.62 1.27 1.07 1.37 1.14 1.09
No. DIF = 2 1.61 1.25 1.12 1.37 1.23 1.17
No. DIF = 3 1.45 1.19 1.09 1.27 1.27 1.13
No. DIF = 4 1.03 1.05 1.07 1.16 1.10 1.09

Note. Group sizes shown in parentheses indicate the size of the focal groups experiencing DIF.
DIF = differential item functioning; MH = Mantel–Haenszel procedure; BMH = MH procedure with a
Bonferroni adjusted alpha level; GMH = generalized MH procedure.



experienced DIF. In this case, the power of GMH was less than that of BMH when
the focal group ability distribution was set to N(0, 1), and only slightly greater than
that of BMH when the focal group ability distribution was set to N(–1, 1).

Next, consider the comparison of the power of GMH to MH shown in Table 6.
When only one of the focal groups experienced DIF, the power of GMH slightly
exceeded that of MH when the focal group ability distribution was set to N(0, 1).
Note that the superior power of GMH tended to disappear when the focal group ex-
periencing DIF had fewer members than the other groups. When only one focal
group experienced DIF, and the focal group ability distribution was set to N(–1, 1),
the power ratio of GMH over MH was consistently less than unity, indicating
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TABLE 6
Ratio of Power of GMH Over Power of MH

Group Sizes

250 500 1,000 500(250) 1,000(250) 1,000(500)

N(0, 1) focal group
Two focal groups

No. DIF = 1 1.19 1.04 1.00 1.02 0.97 0.99
No. DIF = 2 0.83 0.93 0.97 0.93 0.96 0.98

Three focal groups
No. DIF = 1 1.15 1.04 1.01 0.95 0.91 0.98
No. DIF = 2 1.02 1.01 1.00 0.97 0.94 0.98
No. DIF = 3 0.73 0.88 0.96 0.85 0.93 0.97

Four focal groups
No. DIF = 1 1.00 1.03 1.00 0.85 0.81 0.96
No. DIF = 2 1.08 1.02 1.00 0.97 0.99 0.98
No. DIF = 3 0.97 1.00 0.99 0.96 0.96 0.98
No. DIF = 4 0.65 0.84 0.95 0.80 0.91 0.94

N(–1, 1) focal group
Two focal groups

No. DIF = 1 1.00 1.02 0.96 0.95 0.92 0.96
No. DIF = 2 0.88 0.95 0.99 0.94 0.95 0.97

Three focal groups
No. DIF = 1 0.87 0.95 0.93 0.86 0.81 0.91
No. DIF = 2 0.94 0.97 0.99 0.95 0.91 0.96
No. DIF = 3 0.75 0.88 0.96 0.83 0.93 0.95

Four focal groups
No. DIF = 1 0.85 0.92 0.91 0.82 0.75 0.85
No. DIF = 2 0.94 0.96 1.00 0.87 0.89 0.95
No. DIF = 3 0.88 0.96 0.98 0.90 0.91 0.95
No. DIF = 4 0.67 0.85 0.96 0.85 0.90 0.93

Note. Group sizes shown in parentheses indicate the size of the focal groups experiencing DIF.
DIF = differential item functioning; MH = Mantel–Haenszel procedure; GMH = generalized MH pro-
cedure.



higher powers for MH. This result was expected given the increased Type I error
rate of MH under this condition (see Table 2). The higher relative power of MH
was accentuated when the focal group experiencing DIF had fewer members than
the other groups. Similar results were obtained when more than one, but fewer than
all, focal groups experienced DIF. When all focal groups experienced DIF, the
power ratios indicated a very poor power of GMH relative to MH, reaching as low
as 0.65. Interestingly, this poor relative performance of GMH when all groups had
equal sizes was moderated when the focal groups experiencing DIF (all focal
groups in this case) had fewer members than the reference group.

Overall Group Size

It was of interest to examine how the power of MH, BMH, and GMH compared as
groups sizes ranged from small (N = 250) to large (N = 1,000). The first three col-
umns of Tables 3 and 4 display the power of the statistics for the conditions in
which all groups had the same number of members. Three results are worth men-
tioning. First, as expected, the power increased for all three procedures as the
group size increased. Under the small group sizes, power typically ranged between
0.30 to 0.40 when only one focal group experienced DIF and between 0.40 and
0.70 when all focal groups experienced DIF. These powers increased dramatically
to over 0.90 as group sizes increased to N = 1,000.

The second result of interest is that the differences in the power of the three pro-
cedures decreased as group size increased. Under the small size, differences in the
power among the three procedures was often over 0.20. However, when group
sizes were large, differences were generally no greater than 0.05. This is not sur-
prising, because at the larger group sizes the power of the three procedures was ap-
proaching the theoretical limit of 1.0, causing a ceiling effect on the observed
powers.

The third result of interest is that, in general, the relative performance of the
three procedures was not substantially affected by group size. Although the differ-
ences in the power between the three procedures decreased as group size in-
creased, the same general ordering of power remained the same.

Unequal Group Sizes

The extent to which unequal group sizes affected the power of the three procedures
has already been touched on in previous sections. This section serves to elaborate
on specific trends observed in the results. It was decided to examine the effects of
unequal focal group sizes by comparing the power observed when all groups had
1,000 members to the power observed when groups experiencing DIF had 250
members and the groups not experiencing DIF had 1,000 members. This compari-
son was made by taking the ratio of the power obtained in the unequal group size
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case (250 vs. 1,000 members) over that obtained in the equal group size case (all
groups had 1,000 members). The extent to which these power ratios are less than
unity serves as a measure of how affected the procedure was by decreasing the size
of the focal groups experiencing DIF. Only the conditions in which the focal
groups experiencing DIF had 250 members were used here for comparison be-
cause this was the most extreme case, and thus offered the greatest potential for un-
covering trends in the data. Table 7 displays these power ratios over varying levels
of the total number of focal groups, the number of focal groups experiencing DIF,
and focal group ability distributions.

Three patterns emerge from the power ratios displayed in Table 7. First, as the
number of focal groups experiencing DIF increased, the power ratios tended to in-
crease, indicating less of an effect of differential focal group sizes. In general, the
power ratios for the conditions in which only one focal group experienced DIF
were substantially lower than the power ratios observed in other conditions. This
finding was consistent for all three procedures, and across both levels of the focal
group ability distribution. Second, MH tended to have the highest power ratios,
followed by GMH, and then BMH. This suggests that BMH was the most severely
affected procedure by differential focal group sizes. Third, the power ratios were
larger when the focal group ability distributions were equal to that of the reference
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TABLE 7
Effects of Differential Focal Group Sizes on

the Power of MH, BMH, and GMH

N(0, 1) Focal Group N(–1, 1) Focal Group

MH BMH GMH MH BMH GMH

One focal group
No. DIF = 1 .72 — — .63 — —

Two focal groups
No. DIF = 1 .72 .66 .70 .64 .55 .62
No. DIF = 2 .84 .80 .84 .74 .68 .72

Three focal groups
No. DIF = 1 .71 .58 .63 .63 .52 .55
No. DIF = 2 .93 .80 .87 .82 .71 .75
No. DIF = 3 .92 .84 .89 .82 .72 .78

Four focal groups
No. DIF = 1 .76 .76 .62 .67 .52 .56
No. DIF = 2 .84 .73 .83 .79 .64 .70
No. DIF = 3 .94 .82 .90 .81 .65 .76
No. DIF = 4 .94 .85 .90 .84 .76 .79

Note. The values shown represent the ratio of the power obtained when the focal groups experi-
encing DIF had 250 members and all other groups had 1,000 members over the power obtained when all
groups had 1,000 members. DIF = differential item functioning; MH = Mantel–Haenszel procedure;
BMH = MH procedure with a Bonferroni adjusted alpha level; GMH = generalized MH procedure.



group, indicating that the effects of differential focal group sizes were most severe
when the focal groups had ability distributions with means below that of the refer-
ence group.

Equality of Ability Distributions

The effect of the equality of focal and reference group ability distributions has al-
ready been investigated in relation to several of the factors considered in the simu-
lation. What remains to be investigated is how the overall power of the three proce-
dures is affected by the equality of the reference and focal group ability
distributions. Tables 3 and 4 indicate that the power of all three procedures were
consistently lower in the conditions for which the focal group ability distributions
were set to N(–1, 1). This result was expected because when the focal group ability
distribution is set to N(–1, 1), the majority of the focal group members lie in a re-
gion of the ability continuum (the lower portion of the continuum) for which there
is little difference in the expected performance of the reference and focal groups.
This effect is consistent with that observed by Penfield (1999) studying the effect
of overall sample mean ability on the power of MH in the two-group case.

How does a difference in the mean of the reference and focal group ability dis-
tributions affect the relative performance of the three procedures? To address this
question, for each condition a ratio was computed by dividing the power obtained
in the N(–1, 1) condition by that obtained in the N(0, 1) condition. These results
(not presented here) suggest that all three methods were approximately equally af-
fected by unequal group ability distributions. Furthermore, there was no consistent
relation of the effect of equality of group ability distributions and the number of fo-
cal groups, the number of focal groups experiencing DIF, or equality of focal group
sizes. The only consistent result observed was that the effect of unequal group abil-
ity distributions decreased as group sizes increased.

Matching Criterion Contamination

The results concerning the effect of matching criterion contamination on the Type I
error rate and power of MH, BMH, and GMH for the conditions in which there
were a total of three focal groups are displayed in Tables 8 and 9, respectively. The
results reported here are restricted to conditions in which all groups had 500 mem-
bers. Although only the conditions in which there were three focal groups having
500 members each are shown here, these results are representative of those ob-
served across other levels of number of focal groups and group size. Note that the
top half of the results displayed in Tables 8 and 9 represents the conditions in
which the focal groups experiencing contamination were the same as those experi-
encing DIF for the studied item, whereas the bottom half of the table represents the

252 PENFIELD



results obtained when the focal groups experiencing contamination were those
groups not experiencing DIF in the studied item.

Consider first the effects of contamination on Type I error rate, shown in Table
8. The results indicate that as contamination increased, the Type I error rates in-
creased. This result is consistent with that found in previous research (Penfield,
2000). Although this result was observed for all three procedures, it was strongest
for MH, and weakest for BMH. This result was observed across both levels of focal
group ability distribution and for all levels of the number of groups experiencing
contamination.

Next, consider the effects of contamination on power, displayed in Table 9. In
general, for all three methods, power decreased as contamination increased, a re-
sult that is consistent with the findings of previous research (Penfield, 2000). Ex-
amining the relative effects of contamination on the three procedures, we see that
there was little differential effect of contamination on the power of MH, BMH, and
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TABLE 8
Effects of Contamination on the Type I Error Rate of MH, BMH, and GMH

Number of Contaminating Items

N(0, 1) Focal Group N(–1, 1) Focal Group

2 5 10 2 5 10

Same Groups
No. DIF = 1 MH .09 .10 .15 .10 .11 .16

BMH .03 .03 .06 .04 .05 .05
GMH .05 .06 .11 .05 .07 .08

No. DIF = 2 MH .12 .12 .17 .11 .12 .15
BMH .05 .05 .06 .04 .04 .05
GMH .06 .07 .10 .04 .06 .09

No. DIF = 3 MH .11 .10 .18 .12 .11 .17
BMH .04 .05 .08 .05 .05 .06
GMH .05 .05 .09 .05 .06 .07

Other Groups
No. DIF = 1 MH .10 .13 .16 .13 .12 .17

BMH .02 .05 .06 .05 .05 .06
GMH .04 .08 .09 .06 .06 .08

No. DIF = 2 MH .11 .11 .13 .12 .12 .13
BMH .04 .04 .04 .04 .04 .04
GMH .06 .06 .09 .06 .06 .08

Note. Same Groups indicates that the focal groups experiencing contamination were the same as
those experiencing DIF in the studied item, whereas Other Groups indicates that the focal groups expe-
riencing contamination were those focal groups not experiencing DIF for the studied item. Note that
these results correspond to the conditions in which there were three focal groups, and all groups had 500
members. DIF = differential item functioning; MH = Mantel–Haenszel procedure; BMH = MH proce-
dure with a Bonferroni adjusted alpha level; GMH = generalized MH procedure.



GMH when the groups experiencing contamination were the same as those experi-
encing DIF in the studied item. However, when the focal groups experiencing con-
tamination were those groups not experiencing DIF for the studied item, the per-
formance of GMH increased substantially relative to the other procedures. This
result was consistent across both levels of focal group ability distribution.

DISCUSSION

In this study I compared the performance of three DIF detection procedures in
assessing DIF among multiple groups: (a) the MH, (b) the BMH, and (c) the
GMH. Several general results were observed. First, the Type I error rate of MH
reached unacceptably high levels as the number of groups increased, whereas
that of BMH and GMH remained at the nominal level. Second, the power of
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TABLE 9
Effects of Contamination on the Power of MH, BMH, and GMH

Number of Contaminating Items

N(0, 1) Focal Group N(–1, 1) Focal Group

2 5 10 2 5 10

Same Groups
No. DIF = 1 MH .72 .67 .56 .57 .52 .44

BMH .56 .50 .39 .42 .36 .27
GMH .73 .70 .57 .52 .49 .40

No. DIF = 2 MH .83 .79 .70 .65 .59 .56
BMH .73 .66 .51 .53 .44 .38
GMH .83 .81 .70 .64 .56 .53

No. DIF = 3 MH .87 .81 .73 .72 .66 .59
BMH .75 .70 .60 .61 .52 .42
GMH .74 .68 .56 .64 .56 .45

Other Groups
No. DIF = 1 MH .79 .77 .76 .59 .59 .64

BMH .65 .62 .62 .44 .44 .49
GMH .85 .83 .85 .55 .58 .63

No. DIF = 2 MH .85 .84 .85 .68 .68 .69
BMH .76 .74 .72 .54 .55 .54
GMH .88 .86 .87 .66 .66 .66

Note. Same Groups indicates that the focal groups experiencing contamination were the same as
those experiencing DIF in the studied item, whereas Other Groups indicates that the focal groups expe-
riencing contamination were those focal groups not experiencing DIF for the studied item. Note that
these results correspond to the conditions in which there were three focal groups, and all groups had 500
members. DIF = differential item functioning; MH = Mantel–Haenszel procedure; BMH = MH proce-
dure with a Bonferroni adjusted alpha level; GMH = generalized MH procedure.



BMH was consistently substantially lower than that of both MH and GMH. The
power of GMH and MH were similar over most conditions, with the exception
of conditions in which all focal groups experienced DIF, in which case the
power of GMH fell dramatically lower than that of MH. Third, the magnitude of
the difference in power of the three procedures was dependent on the size of the
sample, being largest when groups had small sizes (N = 250), and diminishing
substantially as groups reached their largest size (N = 1,000). This finding sug-
gests that the differential performance of the three procedures is most apparent
when sample sizes are small. Fourth, although all three procedures exhibited a
decrease in power when the focal groups experiencing DIF had fewer members
than the other groups, this decrease in power was most apparent for BMH, fol-
lowed by GMH, and then MH. Fifth, under certain conditions of matching crite-
rion contamination, GMH displayed power rates substantially higher than those
of MH.

A primary aim of this study was to conduct a comprehensive comparison of the
performance of MH, BMH, and GMH to shed light on which procedure should be
used, and under which conditions the conclusions hold. The results suggest that
GMH is the most appropriate statistical procedure to be used when DIF is being as-
sessed across multiple focal groups. This conclusion is based on two results. First,
although MH displayed Type I error rates that spiraled to unacceptably high levels
as the number of groups increased, GMH maintained a Type I error rate very close
to the nominal level across all conditions. Second, the power of GMH was gener-
ally equal to or greater than that of BMH, and was similar to that of MH, so long as
not all focal groups experienced DIF. When the focal and reference groups had
equal ability distributions, it was frequently the case that GMH displayed a power
exceeding that of MH, even though MH displayed higher Type I error rates for the
very same conditions. This was particularly the case when only one of the focal
groups experienced DIF. These results indicate the clear superior performance of
GMH over both MH and BMH when multiple focal groups are being assessed for
DIF.

Aside from displaying an overall superior performance in terms of power and
Type I error rate, there are several other important advantages to using GMH. First,
GMH offers a simpler method for assessing DIF among multiple groups. Test de-
velopers concerned with the detection of bias are often faced with the need to con-
duct DIF analyses at all stages of test development, including pilot, field, and oper-
ational test administrations. The results presented here indicate that GMH is a
simple and efficient screening mechanism for DIF because all groups can be tested
simultaneously. Should a nonsignificant result be obtained, then it has been shown
with a certain level of confidence that DIF does not exist among the groups consid-
ered. In this case, using GMH in place of individual tests for each group has poten-
tially saved time and resources. If a significant value of GMH is obtained, then the
item has been shown to function differently for two or more groups. To determine
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which groups are experiencing DIF, post hoc paired comparisons can be per-
formed between each focal group and the reference group using the BMH proce-
dure, thus ensuring that the Type I error rate across all comparisons does not ex-
ceed the intended nominal familywise error level. This recommendation is
consistent with that made by Kim et al. (1995), whereby on observing a significant
value of the Qj statistic, the authors recommended using Lord’s chi-square proce-
dure with an adjusted alpha level to assess the magnitude of DIF between any two
of the groups.

An additional advantage of GMH is that it can be used to test for DIF between
any pair of J definable groups. In this situation, the number of pairwise compari-
sons increases dramatically as the number of groups increases. Under such circum-
stances, the MH Type I error rate can be expected to increase dramatically as the
number of groups increases, and the power of MHB can be expected to decrease
substantially as the number of groups increases. Because GMH consists of a single
test of significance regardless of the number of groups compared, it holds promise
to perform the best under these circumstances. In addition, as previously dis-
cussed, GMH would permit an assessment of DIF among all J groups with a single
test, thus offering an efficient method relative to the standard two-group DIF detec-
tion methods.

Although the results of this study indicate that GMH is the most effective
method for assessing DIF among multiple groups, there are several limitations of
these results that deserve recognition. First, in this study I considered only a con-
sistent magnitude of DIF, set by increasing the difficulty parameter of the studied
item by 0.4 for all focal groups experiencing DIF. The extent to which the compar-
ative performance of the three methods would change if different levels of DIF
were introduced into different focal groups is not addressed in this study.

A second limitation of this study is that it does not offer information on how
GMH would be effectively employed in cases where sample sizes become very
large. A problem encountered using a chi-square test of DIF is that when sample
sizes become large (e.g., N > 1,000), statistical significance is often observed even
though no substantially meaningful level of DIF is found in the data. To address
this concern in the two-group case, the magnitude of DIF in an item is typically as-
sessed using a combination of statistical significance and effect size (Zieky, 1993).
In the case of MH, the Mantel–Haenszel common odds ratio is transformed to the
symmetrical MHD–DIF index, which has a mean of zero and a known standard er-
ror (Philips & Holland, 1987; Robins, Breslow, & Greenland, 1986). Although the
exact sampling distribution of the MHD–DIF index is unknown, its standard error
can be used to obtain an approximate confidence interval. Using the absolute value
of the MHD–DIF index as a measure of DIF effect size, along with the results of
statistical significance from zero and unity, it is possible to classify the amount of
DIF in the item as negligible, slight to moderate, and moderate to high (Zieky,
1993). This study offers no information on how such a DIF assessment strategy
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could be applied to GMH. At present, no known measure of effect size associated
with GMH exists, and thus no method for assessing multiple group DIF that incor-
porates both statistical significance and effect size is available. It should be noted
that measures of effect size for chi-square statistics of single contingency table
data do exist (Cohen, 1977, pp. 216–227). The development of a suitable measure
of effect size of DIF across all groups simultaneously could be accomplished by
obtaining a composite of effect sizes across all m response-by-group contingency
tables (i.e., Table 1), where m equals the number of matching categories used to
group reference and focal group members of equal estimated ability. Further re-
search is required to develop such a measure of effect size for multiple group DIF
and determine its performance in quantifying the magnitude of DIF across multi-
ple groups.

The previous discussion of the limitations of this study highlighted several ques-
tions which are left for future research. In addition to these questions, several other
linesof inquiryshouldbeconsideredfor future investigation.First,howdoes theper-
formance of the Qj statistic proposed by Kim et al. (1995) compare to that of GMH?
This question could be answered using a simulation study similar to the one em-
ployed here to permit a comparison of the two procedures across a variety of condi-
tions. Second, how does GMH perform when DIF is nonuniform? It has been shown
that when DIF is nonuniform, the power of the MH chi-square statistic is substan-
tially reduced, causing other procedures such as logistic regression to be preferred
(Swaminathan&Rogers,1990).Because logistic regressionmodels that includead-
ditional independent variables coding for multiple groups are a natural extension of
the logistic regressionmodelusedfor the two-groupcase, suchproceduresmaybean
effective alternative for assessing DIF among multiple groups when the DIF is non-
uniform. Logistic regression procedures have also been developed for assessing bias
inpolytomouslyscored items(French&Miller,1996), and thusofferamethodofas-
sessing DIF in performance assessments across multiple groups.
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