CHAPTER 13

THE SELECTION OF
PREDICTOR VARIABLES

13.1 Introduction

Thae typieal approach to the problem of the predietion of job or acwdemic per
formance emplovs multiple regression techniques,  As owe indieated i the
provious chapter, standard nonlinear regression methods and some other pre-
diction methods, such as those using moderalor variahles, can be reduced to
problems in linear multiple regression,

In Chapters 6 and 12, we diseussed some of the prablems involved in eom-
paring two competing testa,  In this chapter, we shall Le eoneerned with g
slightly dilferent. problem. We assume that we are able initially Lo ebiain sorme
large number of potential predictors and wish to select some smaller number
For use on a continuing basia, Adter discussing some relevant sampling problems
in the next section, we deseribe two convenient procedures for selecding some
smaller set of predictor variables from a lorger et In Seetion 154, we shall
brielfly discuss the very difficult problem of using data from a small sample to
make predictions about o second sample, sl we shall illusirate many of the
technigues diseussed in this and the previous chapter wich a tvpical validity
shudy.

In Beetion 13.5, we shall devive formulas for the effecl of changes in test,
length an reliability, validily, and covariance matrices of predictor variahles
for the multiprodictor ease. These results are then vsed in conjunetion with a
very general problem in prodictor variable selection.  Por this problem, we
assume that the length (n time or number of tems, as appropriale) of each
predictor may be inereased or desreased as required. We chen determine the
amount of fime that, for optimal predieton, should be assigned 1o each pres
dictor under the restrichion that the total testing time i3 some lxed constani.

13.2 Some Sampling Problems

The development in the previeus chapter involved population parameters,
which we assumed Lo be known exactly. In practice, of eourse, this i never Lhe
ease and often the spmple data ot hand are oot of enormons size. This intradoees
furlher problems, some of which have not et proved amenable Lo analytic
solution. In this and the next section, we shall disouss some of these problems,
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13.2 SOAE SAMPLING PRODBLEMS 285

(he few analytic resulls which bear on them, and the inference provedures Lhat
have been adopted to partially evercome Lhetin.

If variables are sclected for a prediction battery on the busis of sample
correlations, the Investignlor will be seleeting not only on the basis of frue
eorvelation hut also on the basis of sampling errors, In Beetion 3.7, we showed
that the Tegression model yields an expected frue score that is less than ihe
examinee's ohserved seore (or all observed scores preater than the mean popili-
iion observed score.  Similarly it is appareni that the regression estimate of
true correlation ig lower than the obiained sunple eorrelation for uhserved
eorrelations that are greater phan the average of Lhe ohaerved correlation. Since
seleetion Lypically nvolves choosing some small number of variables with the
highest sample correlations, the effeet of selection is usually 1o overestimate the
true multiple eorrelation for the variables selected. We deseribe this by saying
that there is a “eapitalization on chanee” when variables are selected in this
way,  Typically & “ehrinkage” in the mulliple sorrelation is generally foaumnid
when these variables are used on a new sample,

Beeause the basic statistical problems ‘h this area remain ungolved, an
erpirical approach to Lhe problem is necessary. (ine commonly used procedure
i to seleel variables on the busis of one sample, the screening semple, and then
to estimate the multiple correlation and rvegression weights for these selectedl
variables on the basis of o second spuple, the ealibration sample, for which the
predietor variables have heen prespecified.  1F variables are selecled and re-
gresgion weights estimuted in o single sample, then it generally is advisable to
apply these variables and weighls in a new sample 1o see how valuable the
gpecified composite i This iw eallod cross salidalion,

Fwen with a moderate enrmple size, (he amount of shvinkage in the multiple
correlatinn hetween the sereening wied ealibralion or oross validation samples
may, in fact, be substantial if & very small nurmnber of predietor variables has
heen selected from a very large seb of potential predictors. If, additionally, the
apmple size in the sereening sample is small, the shrinkage can be nearly total

If the reader has been left unwerried by the above remarks, he ghould ac-
guaint himself with the chrinkage encountered by Mosteller and Wallace
(1964, Chapter 3) in their diseriminant fanetion analysis of the Federalist
papers. Had they not haaed the foresight Lo TRSEIVe SOT0E of their dats for use as a
calibration sample, they would have overestimated the true “discrimination
index™ for their diseriminators by wmore Hhas A, Also, two eross validation
studies are deseribed in Seetion 13.5; in ane case the shrinkage is [ar less drastie,
21 the other Lhe shrinkage s almost tolal.

Actually, beeause of errors due to sumpling of persons, the surmple squared
multiple correlation coellicient for prespecified variahles has a positive bias as
an estimator of the tgue multiple correlation. When the randon variahles have
a multivariate normal distribution, however, a eorreclion for this hiag s possible.
Olkin and Pratt (1958) have derived an unbinsed estimator of the squared
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multiple earrelation. Vor most practical use, the approxinlion
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(13.2.1)

where #% = 1§ 2.0 15 the sample multipte correlaiion, no1s the number of
predictors, and & s the sample size, will he salisfactory. An unfortunate leature
of the unhiased estimator and the approximation to it fand many other un-
biased estimators of positive quantilies] is that they may sonetimes take on
negative values. H

In eontrast to the corrdation eocflicient, very simple anbiased estimates of
{he regression weights are svailable.  TF thy theory of A e seuared
error s applisd inoa sample, the resulting eslimates fwhich in this ease are just
the sample regression weights) provide unbiased estimates il the corresponding
population guantities, These estimates are called least sguores eaftmales, he
application of the melthod ol least squares to the estimation of variances ol
partial varianees leads Lo the unbinsed estimate [NV —n 11]s*, where §°
i the relevant sample partial varianee, N is the sample size, anel mis the number
of predictor variables, Far the sero-order varianee {w = 0, this reduses to the
familiar form [N AN — 13]s%

Wherry (18403 has also provided a simple, altermative {though less accurate)
approgimite correction for the hias in the sample eorrelation eoeflicient; it also
provides s reasonable working rle for deciding whether or ned to inelude
additional variable or variables in g regression equation. The squared il
corrclntion may be writlen as (12550

paiw g= 1 — 'Jﬁ"-i"—'”- {(13.2.9
T

If wae denote the eerresponding sample varianes and partial variance by a2 el
s8 Lo Tespeetively, the sample multiple correlation will be given by
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Mow, replacing the numerator and denominator nf the seeond term un Che riclil-
hand side of (15.2.2) by their unbiased estimates [NAN — ot — 158 0.0 and
[NAN — 1), we obtain the estimate
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where N is the sample size, # s the number of predictor variables, ard N oo 1,
Tlis differs slightly from Wherry's original formula, which has the value N
where N — 133 found in the numerator and denominator of {13.2.4]

Farmmla (13.2.4) and the form originally given by Wherry hasee Deen ealled
Wherrs's eorvection for sheinkage, This terminolngy 1= eonfusing and undesirable
beouuse Lhis “correction™ has notling at all o do with the eapitalizalion on
chanee that oeeurs when a sample multiple correlation is obtained [rom selonted
variahles, nor with the resulting shrinkage in the mltiole correlation obiained
in the ealibration sample

This eorreetion can be justified from g different poind of view. Tnier an
gzeumnption of mullivariste normalicy, or ntherwise asymptatically under a very
broad asswmption, it s true that for n > 6

{Jf f‘?j;’[u i e
or (14.2.5)
(1 =3 AN —n —1)

is distribuled as F with s — £ and ¥ — »n — | degrees af freedom, o and «f
bieing the sample squared multiple correlations hased respectively ononoand on
any prespecified § of the given varighles {TCendall and Stuart, 1961), Now
suppose M = 1, Then

¢ @ 2
e — ) _ U—ra) (1396
#i—x  N—=m 3 (13.2.6)

Suppose then that the Wherry corvection formuls, is applied 1o v and ¢, aad
that the two resulting eorrected squared multiple correlations are equal; thatl is,

N —1nd - (N — 1 i gy

W= = A—t—% Ll
Phen we van casily see that (13.2.6) and (13.2.9) are erpivalent (Fxercise 13,3}
Vow eonsider a procedure that adds predictors one at a time in an order that
maximizes the ingremental validity at each step. The procedure stops adding
variables when the corrected squared multiple for the larger sel is less than the
sorrected squared multiple for the smaller e, Clampare this with a procedure
hased on the mle to stop adding variables when the varianee ralio {13.2:3) is
loss than one. Clearly the lwo procedures wre equivalent. Thus the Wherry
eorrection has o reasonable theoredical justification although this justification is
not nesociated with the coneepl of shrinkage vestlling from the seleetion of
variables.

Tt should also be poimnted out That oy 15 the varianee of the errors e
in the pepulation when predieting Xy from the known hest linear combination
of @1, 83,0« T 11 practice, howewer, the true regression weighls are un-
Lnown, and instead a set of least sguares estimates of these regression weighis
based on a pricr sample muse be used Lo define a linear prediction funetion.
These estimaled regression weights will almosl never be the true PREeERON
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weights; henee, when this linear prediction lunetion is used, the varianes of the
errors of prediction in the population will almost always be greater than e, .,
the varianee of the errors of prediclion when the linear regression funciion is
wsed. Thus the usual catimate of the partial varianes is nod an unbiased estimate
of the error variance associated with the use of this linear predietion function,
but only an unhiased esiimate of the error varianee associsted with the use of
the true, but unknown, linear regression funetion.  On the average, when the
eslimated regression unetion is used in 4 new sample, Lhe error varianee will
be greater than the estimated residual variance for the reazons alveady piven.
Because of sampling vaviation, hewever, the residual varianee in any particular
second sample may in fact take the extreme value zero, on the one hand, or a
vahue equal to the varianee of the eriterion, on the ather hand,

13.3 Formal Procedures for Selecting Predictor Variahles

Tven if sampling problems could be ignored, the only way to be sure of oblaining
the best noof N predietors would be to determine the muliiple correlation for
every such sct. This eehawstion procedure ean seldom be justified ceconomically
unless ¥ is very small. There are two basie formoal algorilthims lor selecting o
“mood " set of n predietor variables from o larger set of & possible predictor
variables,  The first of these, associated with the names of Wherry (10400,
Drovyer {1845), and Bummerficl] and Lubin (1951, may be called the ferward
seleation procedure, TG involves & sequentisl selection of predietor variables such

that the predictor variable selected at each stage is the one that provides the.

largest ineremental validity, given all the predictor variables previously seleeted.
In the first stage, this resulls in the selection of the variable having the highest
zero-order coreelation with the eriterion, TIn the second stare, the variahle
gelected is the one that has the largest partial eorvelation with the eriterion when
the first selected predietor iz partialead out. This pair of variables gives the
largest multiple correlation amoeng all pairs of variables that include the varviable
selected In lhe first stage. Tlowever, i is possible o show thal this pair of
variables does not necessarily provide the highest multiple eorvelation over all
possible pairs of predictor variables, We may show that in general the addition
af the {x -+ -variahle with the highest incremental validity does notb neces-
sarily wield the best set of (w4 1) predictor varishles, So far as the present
writers have been able to determine, no analvtic results have ever been pro-
vided to show just how efficient the forward method is for typical problems.
Surnmerfield and Lubin (1951) have presented what appears to be Lhe mosi
reasonable approach to the problem of deciding when to stop adding variables
to the predictor set. In their method, the Fostalistie (13.2.5) is eomputed at
cacl stage, with n = » and ¢ = n — 1, to determine whether or nol the ad-
ditional variable is indeed contribuling fo prediction, A sceond Festatistie is
alzo eomputed, with » egual to the total number of variables i the ponl and §
equal to the numBer of variables so far selected, to determine whether or not
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the reroaining variables, in combination o eomtribute to predietion, The evalua-
tion of this seeond Foratio is designed o discover any errors in the forward
method, errors possibly due to the existence of supprossor varishles,

A second proeedure, the hackward elimination procedure deseribed by Horsl
and Maclwan (1960), beging with all ¥ variables and {hen successively elim-
inates variables so that the desrease in tlie multiple eorrelation is minimized at
each stage. The problem encountered with the forward method is also to be
tound in this proeedure, for we lave no gunrantes that we indeed have the best
eombination of predieiors at any stage past the first, Unless the number of
viriahles to be selected is very near the total number in the predietor pool,
the forward procedure involves less eomputation i and eerlainly the computation
will be very mueh less if only a small percentage of predictors from the pool is
Lo be vetained, Since all computational methods in effect involve an inversion
of the matrix of predietors, problems of ill-conditioning of this matrix (the
matrix being loo nearly singular for compllational purposes) are more likely
Lo oeeur with more rather than with Tewer variables, If this happens, then the
backward procedure eannot be wsed o bul the forward procedure “will provide
usable regression equations prior Lo degeneracy " (Efroymaon, 1966),

For the data given in Seclion 12,5, X, is the best single predictor. I7 X is
taken in combination with X, a higher multiple correlation is obtained than if
Xy is taken, The multiple correlations ave 0.467 and 0.405, respectively. Hence
bhe Torward seleetion procedure takes Xy and X; as the best two-variable sef.
However, the optimal two-variable set is Ay and Xy, for which the multiple
eorrcfalion is 0,702, and this set would be the one selected by the hacloward
procedure,

A refinement of the forward and backward procedures ealled 2t Slepnias o=
cerfure has proved useful, For the forward procedure, briefly, this refinement is
based on reevaluation of each member of the set of selectord predictors every
time a new predictor is added o the sel, “A variable which may have been the
best single variable to enter at an carly slage may, at a laler stage, be auper-
fluous beeanse of the relationships between it and olher variables now in the
repression” (Draper and Sm ith, 1966, 11 this is the eage, this varialle may be
eliminated from the regression equation. A similar refinement iz applicable to
the backward procedure. Swoyer {1966} has used the backward stepwise pro-
cedure and oblained some encouraging results,

tid Prediction in Future Samples

In practice, regression weights are never known exactly ; they must be estimatod
from a ealibration sample. These estimites are then substituted for the Lrue
bt unknown regression weights in the linear prediction model, The resulting
lingar predietion equation is then used to “prediet” values of the eriterion for
other individuals, given meagurements on the predictors. Tven i this ealibra-
tion sample iz distinet fom an initial sereening sample, not all problems are
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solved. There will s6ill be some tendeney Lo eapitalize on chanee 1o estimating
the repression weights for these variables,

If the true repression weighls were known, an inerease in Lhe number of
predictor variables eould never result in a decrease in preeision of prediction.
However, i the true regression must be estimated, and particulady 17 the
ealibration sample 13 nol substantially larger than the number of predictor
variables, it can happen that an ineresse in the number of variables vesults in s
decrease i the precision of predielion for individuals not o the ealibration
sample. Thus we miy have

Mo 2 [ A “
& (Y X ,-) greater than or less than & (‘}’” — ¥ hX 1-) ;
| =

=l

depending (17 on the meremental validity of the lasl N predictor variables
and {2) on the loss of preeigion of estimation due to the inteoduction of A addi-
tional parameters o be estimated. In the extreme, if a linear prediction Mnelion
Lhat has been determined feem a very small calibration sample 4 wsed for pre-
dietion in a new sample, then it ean happen thal the expeeted varianee ereor of
prediction is larger than the varanee of the eriterion,  In such eases, an in-
vestigator would do better (o diseard his predictors and use the sample mean
value of the eriterion as hiz predietod walue,

The predictor-variable seleetinn procedures desoribed in the preceding section
are oflen uscd as methods For deeiding on the specilicalion of variables o be
ineluded in the predietor set,  Other approaches, advaneed by Burket {1964}, -
Tilfving (19613, Elfving, Sitgreaves, and Solomon (18613, and Horsh (1941], are
Lased on the assumption of an underlyving “factor” steaeture (see Chapler 24},
which in effect involves a reduction in the rank of the prediction system {ses
Section 16,73 These methods seem promising for use in lege seale sludios,
Very recent work of Vortier (1966a, b) should also be shudied,  Another in-
leresting approach Lo this problem s that of Linhart (19003, whe assumes a
normal distribulion of ereors and then speeilies a stopping role for che forward
splection procedure based on the eriterion of the minimization of the confidenee
interval for a future observation, Papers of Bein (1960} and Nicholson (1960)
are also pertinenl, At present, however, no entively satisfactory solitkion 1o this
problem iz available,

Rydberg (19633 and others have suggested thal another problem sy arise
when regression weights obtained i one sample are used [or predietion i a
new sample. Often the determination of the beta weighls 14 made on s group
preselecterd on the basis of some of the polential predictor variables. 1T o
allowanee is made for such preselection, then variables so wsed in selection will
ypieally have drastically redueed beta weights with the reduetion heing greatest
far the beat varables, The application of such weights to an unselecled group
could produece unsatisfactoes results,

We may illusteate many of the Lechninues deseribed oo chis and the previcus
chapter with =ome data from a simple veb elfective walidity study o the
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Tahble 13.4.1

Drars Pror Uhe THA-60 independent sehosd
SEATT predielion study

[0 Carrelalions Wi bL.U,L_]I.h_In{

deriation
¥ L T TAS  GPA - 1959 1Wag 195 160
¥ U800 RARD 2D HEL 20d0 2 EE0 126
(950 L} Aeal BETD 3050 ANID B1s0 3138 134G 1L
{‘:nm*lal‘-imw T Ayl TIRR .:i.ﬁ\]ﬂ B Fo L | e 5 R 1 e 8,2
MOLEpam o msad 270G 4 4802 BRZ 880 A7 6.2
GIPA 8001 4753 h2EE 42T) 48 TRE T 74

etatistical report. Secondiney Sehool Admizsion Tesl (SSAT) Seores as Prediclars
af Ninth Grade Aserages, {959-60 and 196061 by Barbara Pitcher of e
gional Testing Service. We shall disenss only a small portion of that study here,

A sample of 109 ninth-grade enrollees was obtained inoan independent
seeondary sehool in 1958 and o second sample of 120 from the same school in
10650, The previous aversge school marks (PAS) and the Verbal (¥, Guanli-
tative (), and Tolal (T seores, T = V — @, were among the predietors avail-
ahle for each envollee. The tests hiwd been administered in the previous year.
Althengh severn] performanee eriteria were available, we shall consider only
thee overall end-nf-year ninth-geade grade point averages (GPAYL The data that
were obiained v the fres sl second samples have been summarized in Table
15.4.1,

It should be observed Uhat in most instanees che 1960 corvelations (the
ahove-diagonal entries) are very close o the eorrespontling TR0 correlations
(the below-diagonal entries), Also it should be noted that the 1958 and 1160
menns and standard deviations are remarkably elose; this indicates that there
was little difference in the quality of the Two entering clusses,

Test-seore validitios Tound in ihis school follow a pattern typically Townd in
validity studies of this kind, These validities are quite satisfuctonly high, enn-
sidering that they were obfained from the seleeted rather than the applicant
group (see Bections G Through 6,100,

Multiple eorrelations and regression weights were compuled for severl
somhinations of predictors. These values are given in Table 13.4.2. The eom-
bination of previous average oither with GHAT-T or with GEAT ¥ and
GSATC) provides a cross-validated mulliple corvelation of 000 & the actected
(i LT,

The final cohunn of thiz table shows a particularly interesting leature of
the analysiz, The regression weighls ablainsd from the 1959 (1960} sample
were used Lo predict eriterion seores fraom the corresponding predictors in the
1960 {19507 sample, the somputations being earried out aceomling o (4.7.3).
These computations yielded the erossvalidated mnltiple comelations in the
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Table 13.4.2
legression weights, multiple correlalions, and
stose=validsted multiple correlations for sovern
combinalions of predictor variahles

Crroms-validaled

Your {"H.;} 1 {'.:H.-r". [ LiEAT [Meervioms Rt ul!.mllu A
I ¥ 4] averages eorrelation stirelidion
189509 IR0 0580 M1 GO0 M.a852
RELTH M3220 y OAF1T QL5855 L6000
|6t 1.1441 L2021 (LA570 05001
1543) (L1518 (k2103 D.a017 [1.5357
14517 1154 11506 L ABsET L BOGS 1.6785
L] 01473 0.1552 03747 (1 He (kG0

fingl eotumn, It should be noted that any shrinkage found here arises only
from variations of weights aml not from selectinn of variables during the study;
on Lhe contrary, the variables were ehosen ahead of Line on Lhe busis ol o wide
background of prior experienee. Indeed, in this study the amount of “shrinkage”
I every case proved to he st most relatively negligible, and in some cases there
was an aetual inerease in the composite-predictor correlation with erilerian in
e second sample. This contrasts sharply with the substantial shrinkage ol-
tamned in the Mosteller and Wallace (1964 study. The reason for this difference
i5 thal Mosteller and Wallace were foreod b0 seleet o small number of predictor
variables duving the study from a mach larger sel of potential predictors, Thus
they eapitalized on chanee in their seleetion. Unly by eross-validating this
selection were thoy able o obtain an aveuraie appraizal of Lhe true predict-
ability of their eriterion. Their one outstanding prediclor variable, however,
actually improved on cross validation, This ulao s ot atypical, for it one
variable is an outstanding predicter, then it is chosen on its e merit mither
bhan for its error, and hence it ean vield sither a lower or Pigher valiue on eross
validation, Tt s when many variables have uniformly low trie correlations that
eross validation shrinkage is larme,  An even more drastie shrinkage oeeureed
i a vintage study reported by Guttman (1941): In this case, the use of 84 re-
gression eoellicionts in a sarple of 136 produced g multinle eorrelation of (.73,
but when these same weights were nsed in o second sample of 140, the multiple
correlabion was 0,04,

Considering each of these groups as aospmple from some larger (hypothetical )
population, it s clear that the weighls obtained 5 sither year can only be
approximations bo the optimal weights, Henee in using such weights we are
nel using the true linear regression weights, However, the results of ilis sty
fanel other studics) suggest that an wpproximate optitngl linear eombination
af prediclor variables olten perferms nearly as well as the rrue optimal eomn-
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3.5 TEST LENGTHS AND RELIATILITY 205

hination. Geeometricelly we would say that the compasite variable correlalion
surtace is reazonably flat i the region of the point determined by the linear
regressinn weights,

145 The Effect of Relative Test Lenpihs
on Reliability and Yalidity : The Multiple Predictor Case®

As we indicated in Chapter 5, the validity cocfficient of any test eontaining
ertors of megsurement can be inereased by incressing the length of the test,
Formula (5.11.2} gives the validity of a test ol length & with respeet to a lixed
eriterion in terms of its validity at unic ﬁerlgthj its relinbility av unit length, and
the value & Pormula (5.0001) gives the reliabilily of a test of length & 1o terms
of ite reliabilily at unit lenpth and the valoe &,

Hinee the multiple enerelation coeflicient is, i face, the zero-order careelatinn
between the best linear combination of the predietor variahles X, Xa, ... .
and the eriterion Xy, we mighl suppose the multiple eoreelation eoefficient
varies ag the lengthe of the various predictors are altered. Tn this sectinn, we
shall develop formulas in matrix notation for the effects of changes in test
length on reliability, validity, predictor varable intercorrelation, partial re-
gression weights, and multiple eorrelation. Among other things, we shall show
that the partin] regression weights depend on the lengths of the various tests,
and indeed that the desirability of imcluding a particular variable in o regression
eiquation may depend on the total available testing time,

Let Xy, Xay o000 Xy be aoset of w predietor variables and Xy be a eriterion
variahble, Lt

I, be s diagonal madrix whose disgonal elements are the lengthﬂ ol 1l pre-
dictors X;, X, B

p  bethe veetor of validity coeflicients of Xy, X, .., X, with X,
P fupper ease rhe) be the matric of interearrelatlions of the predietors,

D be the diagonal matrix whose dipgonal elements are the reliabilities of the
predicters X Xaoo o0, X

£ hethe veetor of partial regression weights of X, Xa, .., X, with X, and
BE be the multiple eorrelation of X, Xa. ... s A with X g

We assume that each of the above quantities is known, Now suppose the length
of cach of the predictors is altered and the new prediclors are denoted by

X Mg oo, Boe The lengih of the eriterion is assumed 1o remain et
Lt

I bea d!ag,l:mﬂ.l matnx whose diagonal elements ave the new lengths of the
predictors X 1 Xayvoe s Xuo

* Resding of this and the following seelion may be omitted without loss of sontinuity,




